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Spectral theory Operators on Banach and Hilbert spaces

1. Operators on Banach and Hilbert spaces

In this first section, we recall important notions and tools from functional analysis,
and we introduce different class of operators.

1.1 Linear operators
In these notes we will only consider vector spaces over complex numbers ℂ.

Definition 1.1. Let 𝐸 be a ℂ−vector space.
A norm on 𝐸 is a map ∥ · ∥ : 𝐸 −→ [0,∞) satisfying the following properties :

(i) ∥𝑥∥ = 0 if and only if 𝑥 = 0.

(ii) ∥𝛼𝑥∥ = |𝛼 |∥𝑥∥ for all 𝑥 ∈ 𝐸 and 𝛼 ∈ ℂ.

(iii) ∥𝑥 + 𝑦∥ ≤ ∥𝑥∥ + ∥𝑦∥ for all 𝑥, 𝑦 ∈ 𝐸.

Such a map automatically induces a metric on 𝐸, via the formula d(𝑥, 𝑦) = ∥𝑥 − 𝑦∥
(check!).

Definition 1.2. A normed space (𝐸, ∥ · ∥) is a Banach space if the corresponding
metric space (𝐸, d) is complete.

We can then properly study linear maps between such vector spaces.

Definition 1.3. Let 𝑋1, 𝑋2 be two Banach spaces.
A linear operator 𝐴 : 𝑋1 −→ 𝑋2 is a map such that 𝐴(𝑢 + 𝜆𝑣) = 𝐴(𝑢) + 𝜆𝐴(𝑣),
for all 𝑢, 𝑣 ∈ 𝑋1 and 𝜆 ∈ ℂ.

We shall merely write 𝐴𝑢 for the image 𝐴(𝑢) of 𝑢 ∈ 𝑋1. As usual, for such a map
we define its image (or range) and its kernel by

Ker(𝐴) ··= {𝑢 ∈ 𝑋1 : 𝐴𝑢 = 0} and Im(𝐴) ··= {𝐴𝑢 : 𝑢 ∈ 𝑋1}.

One checks directly that both are vector subspaces of 𝑋1 and 𝑋2 respectively, and
in addition that Ker(𝐴) is closed.

Since 𝑋1 and 𝑋2 both carry a topology, we are moreover interested in operators
which preserve these topologies, i.e. which are continuous. Such operators are called
bounded and the following lemma explains why.

Lemma 1.4. Let 𝑋1 and 𝑋2 be two normed spaces, and 𝐴 : 𝑋1 −→ 𝑋2 be linear.
The following are equivalent :
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Spectral theory 1.1 Linear operators

(i) 𝐴 is continuous on 𝑋1.

(ii) 𝐴 is continuous at 0 ∈ 𝑋1.

(iii) sup{∥𝐴𝑢∥ : ∥𝑢∥ ≤ 1} < ∞.

Proof. (i) =⇒ (ii) : Obvious.
(ii) =⇒ (iii) : Towards a contradiction, suppose sup{∥𝐴𝑢∥ : ∥𝑢∥ ≤ 1} is not finite. It
implies there is a sequence (𝑢𝑛)𝑛∈ℕ in 𝑋1 so that ∥𝑢𝑛∥ ≤ 1 and lim

𝑛→∞
∥𝐴𝑢𝑛∥ = ∞. We

then consider the sequence (𝑦𝑛)𝑛∈ℕ defined by 𝑦𝑛 ··= 𝑥𝑛
∥𝐴𝑥𝑛∥ , for 𝑛 ∈ ℕ. It converges to 0

in 𝑋1 but ∥𝐴𝑦𝑛∥ = 1 for all 𝑛 ∈ ℕ, contradicting continuity of 𝐴 at 0. Thus (iii) holds
as well.
(iii) =⇒ (i) : Let 𝑀 ··= sup{∥𝐴𝑢∥ : ∥𝑢∥ ≤ 1} < ∞ and 𝜀 > 0, 𝑢0 ∈ 𝑋1. Let 𝛿 ··= 𝜀

𝑀
. Then

if ∥𝑢 − 𝑢0∥ < 𝛿 one has

∥𝐴𝑢 − 𝐴𝑢0∥ = ∥𝐴(𝑢 − 𝑢0)∥ = ∥𝑢 − 𝑢0∥
𝐴( 𝑢 − 𝑢0

∥𝑢 − 𝑢0∥

) < 𝛿 · 𝑀 = 𝜀

proving that 𝐴 is continuous at 𝑢0 ∈ 𝑋1. □

From this lemma it immediately follows that a linear map 𝐴 : 𝑋1 −→ 𝑋2 between
two normed spaces is continuous if and only if there is a constant𝐶 > 0 so that ∥𝐴𝑢∥ ≤
𝐶∥𝑢∥ for all 𝑢 ∈ 𝑋1.

The space of bounded linear operators between two normed spaces 𝑋1, 𝑋2 will be
denoted B(𝑋1, 𝑋2), or simply B(𝑋1) if 𝑋1 = 𝑋2.

Proposition 1.5. The map ∥ · ∥ : B(𝑋1, 𝑋2) −→ [0,∞) defined by

∥𝐴∥ ··= sup
𝑢≠0

∥𝐴𝑢∥
∥𝑢∥ = sup

∥𝑢∥≤1
∥𝐴𝑢∥ = sup

∥𝑢∥=1
∥𝐴𝑢∥

is a norm on B(𝑋1, 𝑋2). In particular, ∥𝐴𝑢∥ ≤ ∥𝐴∥∥𝑢∥ for all 𝑢 ∈ 𝑋1.

Proof. The second claim directly follows from the definition of ∥𝐴∥ for 𝑢 ≠ 0, and for
𝑥 = 0 the inequality is also satisfied since both sides equal 0.

Now, suppose ∥𝐴∥ = 0. Then for all 𝑢 ∈ 𝑋1, we have 0 ≤ ∥𝐴𝑢∥ ≤ ∥𝐴∥∥𝑢∥ = 0, so
∥𝐴𝑢∥ = 0, and 𝐴𝑢 = 0 for all 𝑢 ∈ 𝑋1. Thus 𝐴 = 0.

If 𝐴, 𝐵 ∈ B(𝑋1, 𝑋2) and 𝑢 ∈ 𝑋1 is such that ∥𝑢∥ = 1, then

∥(𝐴 + 𝐵)𝑢∥ = ∥𝐴𝑢 + 𝐵𝑢∥ ≤ ∥𝐴𝑢∥ + ∥𝐵𝑢∥ ≤ ∥𝐴∥∥𝑢∥ + ∥𝐵∥∥𝑢∥ = ∥𝐴∥ + ∥𝐵∥

proving the triangle inequality ∥𝐴 + 𝐵∥ ≤ ∥𝐴∥ + ∥𝐵∥.
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Spectral theory 1.1 Linear operators

Finally, let 𝐴 ∈ B(𝑋1, 𝑋2), 𝑐 ∈ ℝ and 𝑢 ∈ 𝑋1 with ∥𝑢∥ = 1. The computation

∥(𝑐𝐴)𝑢∥ = ∥𝑐𝐴𝑢∥ = |𝑐|∥𝐴𝑥∥ ≤ |𝑐|∥𝐴∥∥𝑢∥ = |𝑐|∥𝐴∥

shows that ∥𝑐𝐴∥ ≤ |𝑐|∥𝐴∥, and conversely since

∥𝐴𝑢∥ = ∥𝑐 · 𝐴𝑢∥
|𝑐| =

∥(𝑐𝐴)𝑢∥
|𝑐| ≤ ∥𝑐𝐴∥∥𝑢∥

|𝑐| =
∥𝑐𝐴∥
|𝑐|

we see that ∥𝐴∥ ≤ ∥𝑐𝐴∥
|𝑐| , i.e. |𝑐|∥𝐴∥ ≤ ∥𝑐𝐴∥. Putting the two inequalities together

gives ∥𝑐𝐴∥ = |𝑐|∥𝐴∥ and finishes the proof. □

Note furthermore that if 𝑋1, 𝑋2, 𝑋3 are three normed spaces and 𝐴 ∈ B(𝑋1, 𝑋2),
𝐵 ∈ B(𝑋2, 𝑋3), then ∥𝐴𝐵∥ ≤ ∥𝐴∥∥𝐵∥ (check!).

The norm introduced in this proposition is usually called the operator norm. It
turns out it B(𝑋1, 𝑋2) is a Banach space provided the target space is Banach.

Proposition 1.6. Let 𝑋1, 𝑋2 be two normed spaces, and suppose that 𝑋2 is com-
plete. Then B(𝑋1, 𝑋2) is complete.

Among all complete spaces we can imagine, the easiest one, namely 𝑋2 = ℂ, plays
a special role.

Definition 1.7. Let 𝑋 be a normed space.
The space 𝑋∗ ··= B(𝑋,ℂ) is called the dual space of 𝑋 .

We are now ready to recall some fundamental results of functional analysis, some
of them without proofs. The first one is usually called the Banach-Steinhaus theorem.

Theorem 1.8. Let 𝑋1, 𝑋2 be two Banach spaces, and (𝐴𝑛)𝑛∈ℕ ⊂ B(𝑋1, 𝑋2).
If sup

𝑛∈ℕ
∥𝐴𝑛𝑢∥ < ∞ for all 𝑢 ∈ 𝑋1, then sup

𝑛∈ℕ
∥𝐴𝑛∥ < ∞.

The next one is the open mapping theorem and its direct consequences, such as the
bounded inverse theorem or the closed graph theorem. Recall that a map 𝑓 : 𝑋 −→ 𝑌

is called open if it maps any open set of 𝑋 to an open set of 𝑌 .

Theorem 1.9. Let 𝑋1, 𝑋2 be two Banach spaces. Suppose that 𝐴 : 𝑋1 −→ 𝑋2 is
continuous, linear and surjective. Then 𝐴 is open.

Corollary 1.10. Let 𝑋1, 𝑋2 be two Banach spaces. Suppose that 𝐴 : 𝑋1 −→ 𝑋2
is continuous, linear and bijective. Then 𝐴−1 is continuous.
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Spectral theory 1.2 Hilbert spaces

Proof. All hypotheses of Theorem 1.9 are fullfilled, and thus 𝐴 is open, which is equiv-
alent to say that 𝐴−1 is continuous, or bounded. □

Definition 1.11. Let 𝑋1, 𝑋2 be Banach spaces, and 𝐴 : 𝑋1 −→ 𝑋2 be linear.
Its graph is the subset of 𝑋1 × 𝑋2 defined as

𝐺𝐴 ··= {(𝑢, 𝐴𝑢) : 𝑢 ∈ 𝑋1}.

If 𝑋1, 𝑋2 are two normed spaces, we endow the product 𝑋1 × 𝑋2 with the norm
(check!) ∥(𝑢1, 𝑢2)∥ = ∥𝑢1∥ + ∥𝑢2∥, for 𝑢1 ∈ 𝑋1, 𝑢2 ∈ 𝑋2.

The closed graph theorem states then the following.

Theorem 1.12. Let 𝑋1, 𝑋2 be two Banach spaces.
An operator 𝐴 : 𝑋1 −→ 𝑋2 is continuous if and only if 𝐺𝐴 is closed in 𝑋1 × 𝑋2.

Proof. To start, suppose that 𝐴 is continuous, and that ((𝑢𝑛, 𝐴𝑢𝑛))𝑛∈ℕ is a sequence
in 𝐺𝐴 converging to (𝑢, 𝑣) ∈ 𝑋1 × 𝑋2. Then

𝑣 = lim
𝑛→∞

𝐴𝑢𝑛 = 𝐴𝑢

by continuity of 𝐴, so that (𝑢, 𝑣) = (𝑢, 𝐴𝑢) ∈ 𝐺𝐴. This proves that 𝐺𝐴 is closed.
Conversely, if 𝐴 = 0, the claim is obvious. Suppose then 𝐴 ≠ 0. Consider the pro-

jection 𝜋 : 𝐺𝐴 −→ 𝑋1, 𝜋(𝑢, 𝐴𝑢) = 𝑢. It is a continuous linear bijective map. Moreover,
the product 𝑋1 × 𝑋2 is a Banach space, and 𝐺𝐴 is closed, so 𝐺𝐴 is also a Banach space.
Therefore Corollary 1.10 applies, and 𝜋−1 : 𝑋1 −→ 𝐺𝐴, 𝜋−1(𝑢) = (𝑢, 𝐴𝑢) is continuous.
Equivalently, ∥𝜋−1∥ < ∞. Moreover, since 𝐴 ≠ 0 we can pick 𝑢0 ∈ 𝑋1 with 𝐴𝑢0 ≠ 0. It
follows that ∥𝐴𝑢0∥ > 0 and

∥𝜋−1(𝑢0)∥ = ∥(𝑢0, 𝐴𝑢0)∥ = ∥𝑢0∥ + ∥𝐴𝑢0∥ > ∥𝑢0∥

proving that ∥𝜋−1∥ > 1. We can then conclude that

∥𝐴𝑢∥ = ∥𝜋−1(𝑢)∥ − ∥𝑢∥ ≤ (∥𝜋−1∥ − 1)∥𝑢∥

for all 𝑢 ∈ 𝑋1, and 𝐴 is continuous. This finishes the proof. □

1.2 Hilbert spaces

Definition 1.13. Let H be a complex vector space.
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Spectral theory 1.2 Hilbert spaces

A hermitian inner product on H is a sesquilinear map

⟨·, ·⟩ : H ×H −→ ℂ

(𝑢, 𝑣) ↦−→ ⟨𝑢, 𝑣⟩

such that

(i) ⟨𝜆𝑢 + 𝜇𝑣, 𝑤⟩ = 𝜆⟨𝑢, 𝑤⟩ + 𝜇⟨𝑣, 𝑤⟩, for all 𝑢, 𝑣, 𝑤 ∈ H , 𝜆, 𝜇 ∈ ℂ.

(ii) ⟨𝑢, 𝑣⟩ = ⟨𝑢, 𝑣⟩, for all 𝑢, 𝑣 ∈ H .

(iii) ⟨𝑢, 𝑢⟩ ≥ 0 for all 𝑢 ∈ H , and ⟨𝑢, 𝑢⟩ = 0 implies 𝑢 = 0.

When H is equipped with a hermitian inner product, the pair (H , ⟨·, ·⟩) is called a
pre-Hilbert space.

A priori, for 𝑢 ∈ H , ⟨𝑢, 𝑢⟩ is a complex number, and its sign is undefined. However
⟨𝑢, 𝑢⟩ = ⟨𝑢, 𝑢⟩ by (ii), so ⟨𝑢, 𝑢⟩ is in fact a real number. Also, the above properties
together imply

⟨𝑢,𝜆𝑣 + 𝜇𝑤⟩ = ⟨𝜆𝑣 + 𝜇𝑤, 𝑢⟩ = 𝜆⟨𝑣, 𝑢⟩ + 𝜇⟨𝑤, 𝑢⟩ = 𝜆⟨𝑢, 𝑣⟩ + 𝜇⟨𝑢, 𝑤⟩

for all 𝑢, 𝑣, 𝑤 ∈ H , 𝜆, 𝜇 ∈ ℂ. Lastly, for the special case 𝜆 = 𝜇 = 0 in (i), we get
⟨0, 𝑢⟩ = ⟨𝑢, 0⟩ = 0 for all 𝑢 ∈ H . In particular, ⟨𝑢, 𝑢⟩ = 0 if and only if 𝑢 = 0.

The most important examples are the following.

Example 1.14. (i) The space of complex numbers H = ℂ, equipped with the inner
product ⟨𝑢, 𝑣⟩ ··= 𝑢𝑣, is a pre-Hilbert space. More generally, the space ℂ𝑛 with the
inner product defined as

⟨𝑢, 𝑣⟩ ··=
𝑛∑︁
𝑖=1

𝑢𝑖𝑣𝑖

for all 𝑢 = (𝑢1, . . . , 𝑢𝑛), 𝑣 = (𝑣1, . . . , 𝑣𝑛) ∈ ℂ𝑛, is a pre-Hilbert space.
(ii) Fix (𝑋,A, 𝜇) a measure space, and let H = 𝐿2(𝑋,A, 𝜇). For 𝑓 , 𝑔 ∈ H , the formula

⟨𝑓 , 𝑔⟩ ··=
∫
𝑋

𝑓 (𝑥)𝑔(𝑥) d𝜇(𝑥)

defines a hermitian inner product on H . If 𝑋 is countable, we denote this space ℓ 2(𝑋)
rather than 𝐿2(𝑋,A, 𝜇).

Any space H with an inner product ⟨·, ·⟩ can be turned into a normed space, by
setting ∥𝑢∥ ··=

√︁
⟨𝑢, 𝑢⟩. Indeed, the latter is well defined since ⟨𝑢, 𝑢⟩ ≥ 0 for all 𝑢 ∈ H ,

and ∥𝑢∥ = 0 if and only if 𝑢 = 0. Moreover, for all 𝑢 ∈ H and 𝜆 ∈ H , we have

∥𝜆𝑢∥ =
√︁
⟨𝜆𝑢,𝜆𝑢⟩ =

√︃
𝜆𝜆⟨𝑢, 𝑢⟩ = |𝜆 |∥𝑢∥.
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Spectral theory 1.2 Hilbert spaces

Then we are left to show the triangle inequality. This relies on the Cauchy-Schwarz
inequality, of which it is difficult to underestimate the importance.

Lemma 1.15. Let (H , ⟨·, ·⟩) be a pre-Hilbert space.
Then, for all 𝑢, 𝑣 ∈ H , one has

|⟨𝑢, 𝑣⟩| ≤ ∥𝑢∥∥𝑣∥

where ∥ · ∥ ··=
√︁
⟨·, ·⟩.

Proof. The result is clear if 𝑢 = 0 or 𝑣 = 0. Then we may assume that 𝑢, 𝑣 ≠ 0 and, up
to scaling, we can take ∥𝑢∥ = ∥𝑣∥ = 1. We start by observing that

⟨𝑢 − ⟨𝑢, 𝑣⟩𝑣, 𝑣⟩ = ⟨𝑢, 𝑣⟩ − ⟨𝑢, 𝑣⟩∥𝑣∥2 = 0

and it follows that

0 ≤ ∥𝑢 − ⟨𝑢, 𝑣⟩𝑣∥2

= ⟨𝑢, 𝑢 − ⟨𝑢, 𝑣⟩𝑣⟩
= ⟨𝑢, 𝑢⟩ − ⟨𝑢, 𝑣⟩⟨𝑢, 𝑣⟩
= 1 − |⟨𝑢, 𝑣⟩|2.

Hence |⟨𝑢, 𝑣⟩| ≤ 1 = ∥𝑢∥∥𝑣∥, and this proves the lemma. □

As announced, this gives the triangle inequality for the map ∥ · ∥ defined above.

Corollary 1.16. For any 𝑢, 𝑣 ∈ H , we have ∥𝑢 + 𝑣∥ ≤ ∥𝑢∥ + ∥𝑣∥.
In particular, the pair (H , ∥ · ∥) is a ℂ−normed vector space.

Proof. Let 𝑢, 𝑣 ∈ H . Expanding the square of the norm of 𝑢 + 𝑣 and using Cauchy-
Schwarz, we get

∥𝑢 + 𝑣∥2 = ⟨𝑢 + 𝑣, 𝑢 + 𝑣⟩
= ∥𝑢∥2 + 2Re⟨𝑢, 𝑣⟩ + ∥𝑣∥2

≤ ∥𝑢∥2 + 2|⟨𝑢, 𝑣⟩| + ∥𝑣∥2

≤ ∥𝑢∥2 + 2∥𝑢∥∥𝑣∥ + ∥𝑣∥2

= (∥𝑢∥ + ∥𝑣∥)2

and so ∥𝑢 + 𝑣∥ ≤ ∥𝑢∥ + ∥𝑣∥. This yields the desired claim. □

Exercise 1.17. Prove that the inner product of a pre-Hilbert space is continuous in
each variable, and that the norm is a continuous function.

Hence a pre-Hilbert space is also naturally a metric space.
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Spectral theory 1.2 Hilbert spaces

Definition 1.18. A pre-Hilbert (H , ⟨·, ·⟩) is a Hilbert space if it is a Banach space
for the norm ∥ · ∥ ··=

√︁
⟨·, ·⟩.

Example 1.19. (i)ℂ is complete, so it is a Hilbert space. More generally, ℂ𝑛 is a Hilbert
space for all 𝑛 ≥ 1.
(ii) If (𝑋,A, 𝜇) is a measure space, 𝐿2(𝑋,A, 𝜇) is a complex Hilbert space.
(iii) If H1,H2 are two Hilbert spaces, H1 × H2 carries naturally the structure of a
Hilbert space with the inner product ⟨·, ·⟩H1×H2 defined as

⟨(𝑢1, 𝑢2), (𝑣1, 𝑣2)⟩H1×H2
··= ⟨𝑢1, 𝑣1⟩H1 + ⟨𝑣1, 𝑣2⟩H2

for all 𝑢1, 𝑣1 ∈ H1, 𝑢2, 𝑣2 ∈ H2.

The norm induced by an inner product has many properties, which are often useful.
The following identities are known, respectively, as the parallelogram law and the
Pythagore’s theorem.

Proposition 1.20. For any 𝑢, 𝑣 ∈ H , we have ∥𝑢+𝑣∥2+∥𝑢−𝑣∥2 = 2(∥𝑢∥2+∥𝑣∥2).
Moreover, if ⟨𝑢, 𝑣⟩ = 0, then ∥𝑢 + 𝑣∥2 = ∥𝑢∥2 + ∥𝑣∥2.

Proof. On one hand, we compute that

∥𝑢 + 𝑣∥2 = ⟨𝑢 + 𝑣, 𝑢 + 𝑣⟩ = ∥𝑢∥2 + ⟨𝑢, 𝑣⟩ + ⟨𝑣, 𝑢⟩ + ∥𝑣∥2 = ∥𝑢∥2 + 2Re⟨𝑢, 𝑣⟩ + ∥𝑣∥2

while on the other hand,

∥𝑢 − 𝑣∥2 = ⟨𝑢 − 𝑣, 𝑢 − 𝑣⟩ = ∥𝑢∥2 − ⟨𝑢, 𝑣⟩ − ⟨𝑣, 𝑢⟩ + ∥𝑣∥2 = ∥𝑢∥2 − 2Re⟨𝑢, 𝑣⟩ + ∥𝑣∥2.

Adding these two lines, the first claim follows. Pythagore’s theorem is a consequence
of

∥𝑢 + 𝑣∥2 = ∥𝑢∥2 + 2Re⟨𝑢, 𝑣⟩ + ∥𝑣∥2

since the middle term of the right hand side vanishes if ⟨𝑢, 𝑣⟩ = 0. □

Now we turn to the notion of orthogonality, which will play a prominent role in the
sequel.

Two elements 𝑢, 𝑣 ∈ H are orthogonal if ⟨𝑢, 𝑣⟩ = 0, and if 𝑆 ⊂ H its orthogonal
complement is defined as

𝑆⊥ = {𝑢 ∈ H | ∀𝑣 ∈ 𝑆, ⟨𝑢, 𝑣⟩ = 0}.

Note that 𝑆 need not to be a vector subspace of H . However, its orthogonal com-
plement is always a subspace : if 𝑢, 𝑣 ∈ 𝑆⊥ and 𝜆 ∈ ℂ, then

⟨𝑢 + 𝜆𝑣, 𝑤⟩ = ⟨𝑢, 𝑤⟩ + 𝜆⟨𝑣, 𝑤⟩ = 0

8
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for all 𝑤 ∈ 𝑆, so 𝑢 + 𝜆𝑣 ∈ 𝑆⊥. It is furthermore closed in H , because if (𝑢𝑛)𝑛≥0 in 𝑆⊥

converges to 𝑢 ∈ H , it implies
⟨𝑢, 𝑣⟩ = ⟨ lim

𝑛→∞
𝑢𝑛, 𝑣⟩ = lim

𝑛→∞
⟨𝑢𝑛, 𝑣⟩ = 0

for all 𝑢 ∈ 𝑆, and thus 𝑢 ∈ 𝑆⊥.
Additionally, note that 𝑆∩ 𝑆⊥ ⊂ {0}. Indeed, if 𝑢 ∈ 𝑆∩ 𝑆⊥, then ∥𝑢∥2 = ⟨𝑢, 𝑢⟩ = 0,

so 𝑢 = 0.
Orthogonal complements are useful because they provide a splitting of H as a di-

rect sum.

Theorem 1.21. Let H be a Hilbert space, and 𝐺 ⊂ H a closed subspace.
Then every 𝑤 ∈ H can be written uniquely as 𝑤 = 𝑢 + 𝑣 with 𝑢 ∈ 𝐺 and 𝑣 ∈ 𝐺⊥.

In this case, we usually write H = 𝐺 ⊕ 𝐺⊥.

Proof. For the uniqueness part, suppose 𝑤 ∈ H has two decompositions 𝑤 = 𝑢1 + 𝑣1 =

𝑢2 + 𝑣2, 𝑢1, 𝑢2 ∈ 𝐺, with 𝑣1, 𝑣2 ∈ 𝐺⊥. Then one gets
𝑢1 − 𝑢2 = 𝑣1 − 𝑣2 ∈ 𝐺 ∩ 𝐺⊥ = {0}

so 𝑢1 = 𝑢2 and 𝑣1 = 𝑣2. Let’s focus now on the existence part. For brievety, denote
𝛿 ··= inf

𝑥∈𝐺
∥𝑤 − 𝑥∥. Let (𝑎𝑛)𝑛≥0 be a sequence in 𝐺 such that lim

𝑛→∞
∥𝑤 − 𝑎𝑛∥ = 𝛿. By the

parallelogram law, for all 𝑛, 𝑚 ≥ 0, we compute

2∥𝑤 − 𝑎𝑛∥2 + 2∥𝑤 − 𝑎𝑚∥2 − ∥𝑎𝑛 − 𝑎𝑚∥2 = ∥2𝑤 − 𝑎𝑛 − 𝑎𝑚∥2 = 4
𝑤 − 𝑎𝑛 + 𝑎𝑚

2

2
≥ 4𝛿2

and the last inequality holds by definition of 𝛿, since 𝑎𝑛+𝑎𝑚

2 ∈ 𝐺. Hence we get

∥𝑎𝑛 − 𝑎𝑚∥2 ≤ 2∥𝑤 − 𝑎𝑛∥2 + 2∥𝑤 − 𝑎𝑚∥2 − 4𝛿2 −−−−−−→
𝑛,𝑚→∞

0

by the choice of the sequence (𝑎𝑛)𝑛≥0. This means (𝑎𝑛)𝑛≥0 is Cauchy, and since H is
complete, it then converges to 𝑢 ∈ H , which must be in 𝐺 since it is a closed subspace.
Now we show that 𝑤− 𝑢 ∈ 𝐺⊥, and 𝑤 = 𝑢 + (𝑤− 𝑢) will be the desired decomposition.
Note that if 𝑥 ∈ 𝐺 and 𝜆 ∈ ℂ, then 𝑢 + 𝜆𝑥 ∈ 𝐺, so

∥𝑤 − 𝑢∥2 ≤ ∥𝑤 − 𝑢 − 𝜆𝑥∥2 = ∥𝑤 − 𝑢∥2 + |𝜆 |2∥𝑥∥2 − 2Re𝜆⟨𝑥, 𝑤 − 𝑢⟩
and this leads to

2Re𝜆⟨𝑥, 𝑤 − 𝑢⟩ ≤ |𝜆 |2∥𝑥∥2. (1)
If 𝜆 > 0, then dividing by 𝜆 and taking the limit 𝜆 → 0 provides Re⟨𝑥, 𝑤 − 𝑢⟩ ≤ 0.
On the other hand, replacing 𝜆 by −𝑖𝜆 in (3), taking 𝜆 > 0, dividing by it and letting
𝜆 → 0 provides Im⟨𝑥, 𝑤 − 𝑢⟩ ≤ 0. 𝐺 being a subspace, these two inequalities also
holds for −𝑥 instead of 𝑥. Finally, we conclude that

Re⟨𝑥, 𝑤 − 𝑢⟩ = Im⟨𝑥, 𝑤 − 𝑢⟩ = 0
and thus ⟨𝑥, 𝑤 − 𝑢⟩ = 0 for all 𝑥 ∈ 𝐺. This proves 𝑤 − 𝑢 ∈ 𝐺⊥, as claimed. □

9
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This decomposition has many consequences. The first we derive is the famous Riesz
representation theorem.

Theorem 1.22. Let H be a Hilbert space, and 𝑓 ∈ H ∗.
Then there exists a unique 𝑢0 ∈ H so that

𝑓 (𝑢) = ⟨𝑢, 𝑢0⟩

for all 𝑢 ∈ H . Moreover, ∥ 𝑓 ∥ = ∥𝑢0∥.

Proof. If 𝑓 ≡ 0, we choose 𝑢0 = 0 and we are done. Assume now that 𝑓 is a nontrivial
functional. Since 𝑓 is continuous, Ker( 𝑓 ) is a closed proper subspace ofH , and Ker( 𝑓 )⊥
is not empty. Furthermore, it has dimension at least 1, since otherwise Theorem 1.21
would imply H = Ker( 𝑓 ), contradicting the fact that 𝑓 is nontrivial. Let 𝑣0 ∈ Ker( 𝑓 )⊥,
with ∥𝑣0∥ = 1. Then every 𝑢 ∈ H can be written

𝑢 = 𝑢 − ⟨𝑢, 𝑣0⟩𝑣0 + ⟨𝑢, 𝑣0⟩𝑣0

and since ⟨𝑢, 𝑣0⟩𝑣0 ∈ Ker( 𝑓 )⊥, this forces 𝑢−⟨𝑢, 𝑣0⟩𝑣0 ∈ Ker( 𝑓 ). Thus 𝑓 (𝑢−⟨𝑢, 𝑣0⟩𝑣0) =
0 for all 𝑢 ∈ H , and it follows that

𝑓 (𝑢) = 𝑓 (⟨𝑢, 𝑣0⟩𝑣0) = ⟨𝑢, 𝑣0⟩ 𝑓 (𝑣0) = ⟨𝑢, 𝑓 (𝑣0)𝑣0⟩

for all 𝑢 ∈ H . We set then 𝑢0 ··= 𝑓 (𝑣0)𝑣0, and the first claim holds. The second follows,
since

| 𝑓 (𝑢) | = |⟨𝑢, 𝑢0⟩| ≤ ∥𝑢∥∥𝑢0∥
for every 𝑢 ∈ H by Cauchy-Schwarz, giving ∥ 𝑓 ∥ ≤ ∥𝑢0∥. For 𝑢 = 𝑢0, one has

| 𝑓 (𝑢0) | = |⟨𝑢0, 𝑢0⟩| = ∥𝑢0∥2 = ∥𝑢0∥∥𝑢0∥

and thus ∥ 𝑓 ∥ = ∥𝑢0∥. This achieves the proof. □

Conversely one checks directly that for a fixed 𝑢0 ∈ H , the map

𝑓 : H −→ ℂ

𝑢 ↦−→ ⟨𝑢, 𝑢0⟩

is a continuous linear functional. Together with Theorem 1.22, this defines an isomet-
ric isomorphism between H and H ∗.

We close this subsection by introducing different types of convergence for sequences
of bounded linear operators. Fix then H a Hilbert space and (𝐴𝑛)𝑛∈ℕ ⊂ B(H).
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Definition 1.23. (𝐴𝑛)𝑛∈ℕ converges in norm to 𝐴 ∈ B(H) if

lim
𝑛→∞

∥𝐴𝑛 − 𝐴∥ = 0.

Moreover, (𝐴𝑛)𝑛∈ℕ is strongly convergent if (𝐴𝑛𝑢) ⊂ H is convergent for all
𝑢 ∈ H .

Remark 1.24. The terminology here is confusing, since convergence in norm is stronger
than strong convergent. Indeed a sequence (𝐴𝑛)𝑛∈ℕ of bounded operators converging
to 𝐴 is strongly convergent (check!).

1.3 Resolvent set and spectrum

The notions of resolvent set and spectrum for an operator generalize that of eigen-
values and eigenvectors for a finite dimensional matrix. The starting point is the
following problem: given a normed space 𝑋 , for which 𝜆 ∈ ℂ does

(𝐴 − 𝜆𝐼)𝑢 = 𝑣

has a unique solution for any 𝑣 ∈ 𝑋?
First of all, observe that the solution will be unique if Ker(𝐴 − 𝜆𝐼) = {0}, i.e. if 𝜆

is not an eigenvalue of 𝐴. Next, note that the solution exists for any 𝑣 ∈ 𝑋 provided
Im(𝐴 − 𝜆𝐼) = 𝑋 . These two observations motivate the next definition.

Definition 1.25. Let 𝑋 be a Banach space, and 𝐴 ∈ B(𝑋).
The resolvent set of 𝐴, denoted 𝜌(𝐴), is the set of 𝜆 ∈ ℂ so that

Ker(𝐴 − 𝜆𝐼) = {0}, Im(𝐴 − 𝜆𝐼) = 𝑋 and (𝐴 − 𝜆𝐼)−1 is bounded.

The spectrum of 𝐴 is then 𝜎(𝐴) ··= ℂ \ 𝜌(𝐴).

Remark 1.26. The same definition can be made more generally for bounded operators
on a normed space 𝑋 . However the next exercise gives a good reason to take 𝑋 a
Banach space.

Exercise 1.27. Let 𝐴 ∈ B(𝑋) and 𝑋 be a Banach space. Prove that if 𝜆 ∈ 𝜌(𝐴), then
(𝐴−𝜆𝐼)−1 is defined on the whole space 𝑋 . Conclude that when 𝑋 is Banach, 𝜆 ∈ 𝜌(𝐴)
if and only if 𝐴 − 𝜆𝐼 is a bijective bounded operator.

From Definition 1.25 we see that 𝜎(𝐴) can be decomposed into three parts, as

𝜎(𝐴) = 𝜎𝑝(𝐴) ∪ 𝜎𝑐(𝐴) ∪ 𝜎𝑟 (𝐴)

where

11
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(i) 𝜎𝑝(𝐴) is the point spectrum of 𝐴. It consists of eigenvalues of 𝐴, i.e. of complex
numbers 𝜆 so that Ker(𝐴 − 𝜆𝐼) ≠ {0}.

(ii) 𝜎𝑐(𝐴) is the continuous spectrum of 𝐴. It consists of values of𝜆 for which Ker(𝐴−
𝜆𝐼) = {0}, Im(𝐴 − 𝜆𝐼) = H , but (𝐴 − 𝜆𝐼)−1 is not bounded.

(iii) 𝜎𝑟 (𝐴) is the residual spectrum of 𝐴. It consists of values of 𝜆 for which Ker(𝐴 −
𝜆𝐼) = {0} but Im(𝐴 − 𝜆𝐼) is not dense in H .

Here is a nice exercise to manipulate definitions of 𝜌(𝐴) and 𝜎(𝐴).
Exercise 1.28. Let 𝑋 be a Banach space, 𝜆 ∈ ℂ, and assume there is a sequence
(𝑢𝑛)𝑛∈ℕ ⊂ 𝑋 so that ∥𝑢𝑛∥ = 1 and 𝐴𝑢𝑛 − 𝜆𝑢𝑛 −→ 0 as 𝑛 −→ ∞. Prove that 𝜆 ∈ 𝜎(𝐴).

Definition 1.29. Let 𝐴 ∈ B(H).
Its spectral radius, denoted 𝑟(𝐴), is defined as

𝑟(𝐴) ··= sup
𝜆∈𝜎(𝐴)

|𝜆 |.

Before looking at important examples, we establish basic properties of the spec-
trum of an operator.

Proposition 1.30. Let 𝐴 ∈ B(H).
If |𝜆 | > ∥𝐴∥, then 𝜆 ∈ 𝜌(𝐴). In particular, one has

𝜎(𝐴) ⊂ {𝜆 ∈ ℂ : |𝜆 | ≤ ∥𝐴∥}

and 𝑟(𝐴) ≤ ∥𝐴∥.

Proof. We start by proving the following claim: if 𝑆 ∈ B(H) has ∥𝑆∥ < 1, then IdH −𝑆

is invertible.

Indeed, suppose ∥𝑆∥ < 1, and let 𝑆𝑛 ··=
𝑛∑︁

𝑘=0
𝑆𝑘. Then for 𝑛, 𝑚 ∈ ℕ, 𝑛 ≥ 𝑚, one has

∥𝑆𝑛 − 𝑆𝑚∥ =
 𝑛∑︁
𝑘=𝑚+1

𝑆𝑘

 ≤ 𝑛∑︁
𝑘=𝑚+1

∥𝑆∥𝑘

using the triangle inequality and the submultiplicativity of the norm. The right-hand
side is the rest of a convergent series, since ∥𝑆∥ < 1. We thus see that ∥𝑆𝑛−𝑆𝑚∥ −→ 0
as 𝑛, 𝑚 → ∞, i.e. (𝑆𝑛)𝑛∈ℕ is Cauchy in B(H). The latter being complete, (𝑆𝑛)𝑛∈ℕ
converges in B(H), and we call 𝑇 its limit. We compute then that

(IdH − 𝑆)𝑇 = lim
𝑛→∞

( 𝑛∑︁
𝑘=0

𝑆𝑘 −
𝑛∑︁

𝑘=0
𝑆𝑘+1

)
= lim

𝑛→∞
(IdH − 𝑆𝑛+1) = IdH

12
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and similarly 𝑇 (IdH − 𝑆) = IdH . Hence IdH − 𝑆 is invertible and (IdH − 𝑆)−1 = 𝑇.
This claim implies directly the proposition, because if |𝜆 | > ∥𝐴∥, then ∥ 𝐴

𝜆 ∥ < 1, so
IdH − 𝐴

𝜆 is invertible, and thus so is

−𝜆
(
IdH − 𝐴

𝜆

)
= 𝐴 − 𝜆IdH .

This implies that 𝜆 ∈ 𝜌(𝐴), and that 𝜎(𝐴) is contained in the closed disk of radius
∥𝐴∥ centered at the origin, finishing the proof. □

This proposition together with the next one proves that the spectrum of 𝐴 is always
a compact subset of ℂ.

Proposition 1.31. Let 𝐴 ∈ B(H). Then 𝜎(𝐴) ⊂ ℂ is closed.

Proof. Let 𝜆 ∈ 𝜌(𝐴). For 𝜇 ∈ ℂ so that |𝜇−𝜆 | < 1
∥(𝐴−𝜆IdH)−1∥ , the operator (𝜇−𝜆) (𝐴−

𝜆IdH )−1 − IdH is invertible by the claim in the proof of Proposition 1.30, and since

𝐴 − 𝜇IdH = −(𝐴 − 𝜆IdH ) ((𝜇 − 𝜆) (𝐴 − 𝜆IdH )−1 − IdH )

we deduce that 𝐴 − 𝜇IdH is invertible. Thus 𝜌(𝐴) contains the open ball centered
at 𝜆 of radius 1

∥(𝐴−𝜆IdH)−1∥ , and as this holds for any 𝜆 ∈ 𝜌(𝐴), it is an open set. Its
complement 𝜎(𝐴) is therefore closed in ℂ. □

Example 1.32. Consider (𝜃𝑛)𝑛≥1 ⊂ ℂ a bounded sequence, and the operator 𝐴 on ℓ 2

defined as

𝐴 : ℓ 2 −→ ℓ 2

𝑢 = (𝑢𝑛)𝑛≥1 ↦−→ (𝜃𝑛𝑢𝑛)𝑛≥1.

By assumption, there is 𝐶 > 0 so that |𝜃𝑛 | ≤ 𝐶 for every 𝑛 ≥ 1, and it follows that

∥𝐴𝑢∥2
2 =

∑︁
𝑛≥1

|𝜃𝑛𝑢𝑛 |2 ≤ 𝐶2∥𝑢∥2
2.

Hence ∥𝐴∥ ≤ 𝐶, and 𝐴 is bounded. Let us find𝜎(𝐴). First observe that if 𝑢 = (𝛿𝑛,𝑚)𝑛≥1
then 𝐴𝑢 = 𝜃𝑚𝑢, so that 𝜃𝑚 is an eigenvalue of 𝐴 for all 𝑚 ≥ 1. Hence 𝜎(𝐴) ⊃ {𝜃𝑛 :
𝑛 ≥ 1}. Since the spectrum is closed (Proposition 1.31), we then deduce

𝜎(𝐴) ⊃ {𝜃𝑛 : 𝑛 ≥ 1}.

Now if 𝜆 ∉ {𝜃𝑛 : 𝑛 ≥ 1}, the sequence ( |𝜃𝑛 − 𝜆 |)𝑛≥1 is bounded away from 0, so the
equation (𝐴−𝜆𝐼)𝑢 = 𝑣 has a solution for any 𝑣 ∈ ℓ 2: consider for instance the sequence
(𝑢𝑛)𝑛∈ℕ given by 𝑢𝑛 ··= 1

𝜃𝑛−𝜆𝑣𝑛 for all 𝑛 ≥ 1. This proves that 𝜎(𝐴) ⊂ {𝜃𝑛 : 𝑛 ≥ 1}, and
we conclude that

𝜎(𝐴) = {𝜃𝑛 : 𝑛 ≥ 1}.
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Example 1.33. Let 𝑎 < 𝑏 and 𝑡 be any continuous function on [0, 1] whose range is
[𝑎, 𝑏]. Define an operator 𝐴 on 𝐶[0, 1] by

𝐴 : 𝐶[0, 1] −→ 𝐶[0, 1]
𝑢 ↦−→ 𝑡𝑢

where (𝑡𝑢) (𝑥) ··= 𝑡(𝑥)𝑢(𝑥). Since 𝑡 is continuous on the compact set [0, 1], it is bounded
on [0, 1], and there is 𝐶 > 0 so that |𝑡(𝑥) | ≤ 𝐶 for any 𝑥 ∈ [0, 1]. This implies easily
that ∥𝐴𝑢∥∞ ≤ 𝐶∥𝑢∥∞ and thus 𝐴 is bounded. Observe that 𝜆 ∉ [𝑎, 𝑏] if and only if
the equation (𝐴 − 𝜆𝐼)𝑢 = 𝑣 can be solved uniquely by the formula

𝑢(𝑥) = 1
𝑡(𝑥) − 𝜆

𝑣(𝑥), 𝑥 ∈ [0, 1].

Thus 𝜎(𝐴) = [𝑎, 𝑏]. This proves that any compact subset of ℝ can be realized as the
spectrum of a bounded operator.

1.4 Symmetric operators

Throughout this section, unless stated otherwise, H is a complex Hilbert space,
and 𝐴 : H −→ H is a bounded linear operator on H .

Fix 𝑣 ∈ H . Consider the linear functional 𝜑 defined as 𝜑(𝑢) ··= ⟨𝐴𝑢, 𝑣⟩, for all
𝑢 ∈ H . Since 𝐴 and the first variable of the inner product are linear, 𝜑 is linear, and
Cauchy-Schwarz inequality tells us it is bounded, as

|𝜑(𝑢) | = |⟨𝐴𝑢, 𝑣⟩| ≤ ∥𝐴𝑢∥∥𝑣∥ ≤ ∥𝐴∥∥𝑢∥∥𝑣∥
for all 𝑢 ∈ H . Thus ∥𝜑∥ ≤ ∥𝐴∥∥𝑣∥. Therefore, Riesz representation theorem (Theorem
1.22) gives the existence of a unique element 𝐴∗𝑣 of H so that 𝜑(𝑢) = ⟨𝑢, 𝐴∗𝑣⟩ for
all 𝑢 ∈ H , i.e. ⟨𝐴𝑢, 𝑣⟩ = ⟨𝑢, 𝐴∗𝑣⟩ for all 𝑢 ∈ H . Moreover, ∥𝜑∥ = ∥𝐴∗𝑣∥. This
correspondence defines a map

𝐴∗ : H −→ H
𝑣 ↦−→ 𝐴∗𝑣

and one easily checks that 𝐴∗ is in fact linear. This motivates the next definition.

Definition 1.34. The operator 𝐴∗ : H → H defined above, such that

⟨𝐴𝑢, 𝑣⟩ = ⟨𝑢, 𝐴∗𝑣⟩

for all 𝑢, 𝑣 ∈ H , is called the adjoint operator of 𝐴.

As a consequence of Riesz representation theorem, the adjoint 𝐴∗ of 𝐴 is the unique
bounded linear operator satisfying the equality of Definition 1.34.

Here are the first general properties for computations with adjoint operators.
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Proposition 1.35. (i) Id∗
H = IdH , and (𝐴∗)∗ = 𝐴 for all 𝐴 ∈ B(H).

(ii) (𝐴 + 𝜆𝐵)∗ = 𝐴∗ + 𝜆𝐵∗ for all 𝐴, 𝐵 ∈ B(H) and 𝜆 ∈ ℂ.

(iii) (𝐵 ◦ 𝐴)∗ = 𝐴∗ ◦ 𝐵∗ for all 𝐴, 𝐵 ∈ B(H).

(iv) ∥𝐴∗∥ = ∥𝐴∥, and ∥𝐴∗𝐴∥ = ∥𝐴∥2 for all 𝐴 ∈ B(H).

(v) If 𝐴 ∈ B(H) is invertible and 𝐴−1 ∈ B(H), then 𝐴∗ is invertible and
(𝐴∗)−1 = (𝐴−1)∗.

Proof. (i) For any 𝑢, 𝑣 ∈ H , we have ⟨𝑢, IdH (𝑣)⟩ = ⟨𝑢, 𝑣⟩ = ⟨IdH (𝑢), 𝑣⟩, so necessarily
Id∗

H = IdH . In the same way, we compute that

⟨𝑢, 𝐴𝑣⟩ = ⟨𝐴𝑣, 𝑢⟩ = ⟨𝑣, 𝐴∗𝑢⟩ = ⟨𝐴∗𝑢, 𝑣⟩
which implies 𝐴 = (𝐴∗)∗.
(ii) Fix 𝑢, 𝑣 ∈ H , and observe that

⟨𝑢, (𝐴∗ + 𝜆𝐵∗)𝑣⟩ = ⟨𝑢, 𝐴∗𝑣⟩ + 𝜆⟨𝑢, 𝐵∗𝑣⟩ = ⟨𝐴𝑢, 𝑣⟩ + 𝜆⟨𝐵𝑢, 𝑣⟩ = ⟨(𝐴 + 𝜆𝐵)𝑢, 𝑣⟩

by using properties of the inner product. Therefore, 𝐴∗ + 𝜆𝐵∗ = (𝐴 + 𝜆𝐵)∗.
(iii) Here again, we have

⟨𝑢, 𝐴∗(𝐵∗𝑣)⟩ = ⟨𝐴𝑢, 𝐵∗𝑣⟩ = ⟨𝐵(𝐴𝑢), 𝑣⟩
for all 𝑢, 𝑣 ∈ H , implying (𝐵 ◦ 𝐴)∗ = 𝐴∗ ◦ 𝐵∗.
(iv) The paragraph preceding Definition 1.34 shows that ∥𝐴∗𝑣∥ ≤ ∥𝐴∥∥𝑣∥ for all 𝑣 ∈ H ,
giving the upper bound ∥𝐴∗∥ ≤ ∥𝐴∥. On the other hand, the same inequality with 𝐴∗

instead of 𝐴 provides
∥(𝐴∗)∗∥ ≤ ∥𝐴∗∥

so by (i) we get in fact ∥𝐴∥ ≤ ∥𝐴∗∥. Henceforth, ∥𝐴∗∥ = ∥𝐴∥.
For the last claim, let 𝑢 ∈ H with ∥𝑢∥ = 1. The definition of the operator norm
provides

∥𝐴∗𝐴𝑢∥ ≤ ∥𝐴∗∥∥𝐴𝑢∥ ≤ ∥𝐴∗∥∥𝐴∥∥𝑢∥ = ∥𝐴∥2

using ∥𝐴∗∥ = ∥𝐴∥ in the last step. On the other hand, an application of Cauchy-
Schwarz inequality shows that

∥𝐴𝑢∥2 = ⟨𝐴𝑢, 𝐴𝑢⟩ = ⟨𝑢, 𝐴∗𝐴𝑢⟩ ≤ |⟨𝑢, 𝐴∗𝐴𝑢⟩| ≤ ∥𝐴∗𝐴𝑢∥ ≤ ∥𝐴∗𝐴∥
providing the other bound ∥𝐴∥2 ≤ ∥𝐴∗𝐴∥. This finishes the proof.
(v) Suppose that 𝐴 is invertible and 𝐴−1 ∈ B(H). Fix 𝑢, 𝑣 ∈ H , and write 𝑢 = 𝐴𝑧,
𝑣 = 𝐴∗𝑤 for some 𝑧, 𝑤 ∈ H . One has

⟨𝑢, (𝐴∗)−1𝑣⟩ = ⟨𝐴𝑧, 𝑤⟩ = ⟨𝑧, 𝐴∗𝑤⟩ = ⟨𝐴−1𝑢, 𝑣⟩
and this proves (𝐴∗)−1 = (𝐴−1)∗ as wanted. □
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For our purposes, we will be interested in a special class of operators.

Definition 1.36. If 𝐴 ∈ B(H) satisfies 𝐴∗ = 𝐴, then 𝐴 is called symmetric.

The following lemma is often also useful when working with adjoints. In particu-
lar, it will allow us to get a simple description of the residual spectrum of a bounded
operator.

Lemma 1.37. Let 𝐴 ∈ B(H). Then Ker(𝐴∗) = Im(𝐴)⊥.
In particular, we have

H = Ker(𝐴∗) ⊕ Im(𝐴).

The next exercise will be used in the proof.

Exercise 1.38. Show that (𝑉⊥)⊥ = 𝑉 for any subset 𝑉 ⊂ H . Next, prove that 𝑉⊥ = 𝑉
⊥

for any subspace 𝑉 ⊂ H .

Proof. First, suppose 𝑣 ∈ Ker(𝐴∗). Fix 𝑢 ∈ H . Then we have

⟨𝐴𝑢, 𝑣⟩ = ⟨𝑢, 𝐴∗𝑣⟩ = 0

showing that 𝑣 ∈ Im(𝐴)⊥. Conversely, if 𝑣 ∈ Im(𝐴)⊥, then ⟨𝐴𝑢, 𝑣⟩ = 0 for all 𝑢 ∈ H .
In other words, ⟨𝑢, 𝐴∗𝑣⟩ = 0 for all 𝑢 ∈ H . Applying this inequality for the choice
𝑢 = 𝐴∗𝑣 yields to ∥𝐴∗∥2 = 0. Hence 𝐴∗𝑣 = 0 and indeed 𝑣 ∈ Ker(𝐴∗).
For the second claim, note that (Ker(𝐴∗))⊥ = (Im(𝐴)⊥)⊥ = Im(𝐴) by Exercise 1.38.
Theorem 1.21, which we may apply since Ker(𝐴∗) is a closed subspace of H , then
implies

H = Ker(𝐴∗) ⊕ (Ker(𝐴∗))⊥ = Ker(𝐴∗) ⊕ Im(𝐴)
as announced. This finishes the proof. □

Corollary 1.39. Let 𝐴 ∈ B(H). Then it holds that

𝜎𝑟 (𝐴) = {𝜆 ∈ ℂ : 𝜆 ∉ 𝜎𝑝(𝐴), 𝜆 ∈ 𝜎𝑝(𝐴∗)}.

Proof. By definition, and using Proposition 1.35 and Lemma 1.37, we see that

𝜆 ∈ 𝜎𝑟 (𝐴) ⇐⇒ Ker(𝐴 − 𝜆𝐼) = {0}, Im(𝐴 − 𝜆𝐼) ⊊ H
⇐⇒ Ker(𝐴 − 𝜆𝐼) = {0}, Ker((𝐴 − 𝜆𝐼)∗) ⊋ {0}
⇐⇒ Ker(𝐴 − 𝜆𝐼) = {0}, Ker(𝐴∗ − 𝜆𝐼) ⊋ {0}
⇐⇒ 𝜆 ∉ 𝜎𝑝(𝐴), 𝜆 ∈ 𝜎𝑝(𝐴∗)

proving the announced equality. □
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Exercise 1.40. Define the left and the right shift 𝑆,𝑇 : ℓ 2 −→ ℓ 2 by (𝑆𝑢)𝑛 ··= 𝑢𝑛+1
and (𝑇𝑢)1 ··= 0, (𝑇𝑢)𝑛 ··= 𝑢𝑛−1, 𝑛 ≥ 1.
Show that 𝑆 and 𝑇 are bounded, and compute ∥𝑆∥, ∥𝑇 ∥. Determine 𝑆∗, 𝑇∗, and find
𝜎𝑝(𝑆),𝜎𝑐(𝑆),𝜎𝑟 (𝑆),𝜎𝑝(𝑇),𝜎𝑐(𝑇),𝜎𝑟 (𝑇).

Here is another subset of ℂ associated to a bounded operator.

Definition 1.41. Let 𝐴 ∈ B(H). Its numerical range is defined as

nr(𝐴) ··= {⟨𝐴𝑢, 𝑢⟩ : ∥𝑢∥ = 1} ⊂ ℂ.

For instance, nr(0) = {0} while nr(IdH )={1}.
It turns out this subset provides a tool for checking a given operator is symmetric.

Exercise 1.42. Let H be a complex Hilbert space, and 𝐴 ∈ B(H). Prove that if
⟨𝐴𝑢, 𝑢⟩ = 0 for all 𝑢 ∈ H then 𝐴 = 0. What happens if H is rather a real Hilbert
space?

Proposition 1.43. Let 𝐴 ∈ B(H). Then 𝐴 is symmetric if and only if nr(𝐴) ⊂ ℝ.

Proof. Suppose 𝐴 is symmetric, and let 𝑢 ∈ H , ∥𝑢∥ = 1. Then

⟨𝐴𝑢, 𝑢⟩ = ⟨𝑢, 𝐴𝑢⟩ = ⟨𝐴𝑢, 𝑢⟩

and so ⟨𝐴𝑢, 𝑢⟩ ∈ ℝ. Hence nr(𝐴) ⊂ ℝ.
The other way around, let 𝑣 ∈ H \ {0}, and observe

⟨𝐴𝑣, 𝑣⟩ = ∥𝑣∥2
〈
𝐴

𝑣

∥𝑣∥ ,
𝑣

∥𝑣∥

〉
∈ ℝ

since nr(𝐴) ⊂ ℝ and 𝑣
∥𝑣∥ has norm 1. It follows that

⟨𝐴𝑢, 𝑢⟩ = ⟨𝐴𝑢, 𝑢⟩ = ⟨𝑢, 𝐴𝑢⟩ = ⟨𝐴∗𝑢, 𝑢⟩

for any 𝑢 ∈ H . This means that ⟨(𝐴∗ − 𝐴)𝑢, 𝑢⟩ = 0 for all 𝑢 ∈ H , and by Exercise 1.42
one gets 𝐴∗ − 𝐴 = 0, so 𝐴 is symmetric. □

Symmetric operators also have an important property, an other way of computing
their norms.

Theorem 1.44. Let 𝐴 ∈ B(H) be a symmetric operator on H .
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Then, one has
∥𝐴∥ = sup

∥𝑢∥=1
|⟨𝐴𝑢, 𝑢⟩|.

Proof. Denote 𝑠 ··= sup
∥𝑢∥=1

|⟨𝐴𝑢, 𝑢⟩|. Note that 𝑠 also equals sup
𝑢≠0

|⟨𝐴𝑢, 𝑢⟩|
⟨𝑢, 𝑢⟩ .

If ∥𝑢∥ = 1, note that
|⟨𝐴𝑢, 𝑢⟩| ≤ ∥𝐴∥∥𝑢∥2 = ∥𝐴∥

by Cauchy-Schwarz. Hence 𝑠 ≤ ∥𝐴∥ already.
Conversely, let 𝑢, 𝑣 ∈ H . As 𝐴 is symmetric, one has

⟨𝐴(𝑢 + 𝑣), 𝑢 + 𝑣⟩ − ⟨𝐴(𝑢 − 𝑣), 𝑢 − 𝑣⟩ = 2(⟨𝐴𝑢, 𝑣⟩ + ⟨𝐴𝑢, 𝑣⟩) = 4Re⟨𝐴𝑢, 𝑣⟩

and we can estimate

|Re⟨𝐴𝑢, 𝑣⟩| ≤ 1
4
|⟨𝐴(𝑢 + 𝑣), 𝑢 + 𝑣⟩ − ⟨𝐴(𝑢 − 𝑣), 𝑢 − 𝑣⟩|

≤ 1
4
(𝑠∥𝑢 + 𝑣∥2 + 𝑠∥𝑢 − 𝑣∥2)

=
𝑠

2
(∥𝑢∥2 + ∥𝑣∥2)

for any 𝑢, 𝑣 ∈ H . Now let 𝑢 ∈ H with ∥𝑢∥ = 1 and 𝑣 ··= 𝐴𝑢
∥𝐴𝑢∥ . Then Re⟨𝐴𝑢, 𝑣⟩ reduces

to ∥𝐴𝑢∥, so that

∥𝐴𝑢∥ = Re⟨𝐴𝑢, 𝑣⟩ ≤ 𝑠

2

(
∥𝑢∥2 +

 𝐴𝑢

∥𝐴𝑢∥

2)
= 𝑠.

Hence ∥𝐴∥ ≤ 𝑠, and from the first part of the proof it follows that ∥𝐴∥ = 𝑠. □

Exercise 1.45. Prove that if H is a pre-Hilbert space, then

⟨𝑢, 𝑣⟩ = 1
4
(∥𝑢 + 𝑣∥2 − ∥𝑢 − 𝑣∥2 + 𝑖∥𝑢 + 𝑖𝑣∥2 − 𝑖∥𝑢 − 𝑖𝑣∥2)

for any 𝑢, 𝑣 ∈ H . Next prove that if 𝐴 is an operator on a Hilbert space H , then

⟨𝐴𝑢, 𝑣⟩ = 1
4
(⟨𝐴(𝑢+𝑣), 𝑢+𝑣⟩− ⟨𝐴(𝑢−𝑣), 𝑢−𝑣⟩+ 𝑖⟨𝐴(𝑢+ 𝑖𝑣), 𝑢+ 𝑖𝑣⟩− 𝑖⟨𝐴(𝑢− 𝑖𝑣), 𝑢− 𝑖𝑣⟩)

then for any 𝑢, 𝑣 ∈ H .

Exercise 1.46. Show that the subspace S(H) of symmetric operators is closed in
B(H). Show also that if 𝑆, 𝐵 ∈ S(H), then 𝑆𝐵 ∈ S(H) if and only if 𝑆𝐵 = 𝐵𝑆.

Another fundamental property of symmetric operators is the localization of their
spectrum.
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Theorem 1.47. Let 𝐴 ∈ B(H) be symmetric. Then 𝜎(𝐴) ⊂ ℝ.

The following result is needed in the proof.

Exercise 1.48. Let 𝐴 ∈ B(H) be normal, i.e. 𝐴𝐴∗ = 𝐴∗𝐴. Prove that 𝐴 is invertible
and has bounded inverse if and only if there exists a constant 𝐶 > 0 so that ∥𝐴𝑢∥ ≥
𝐶∥𝑢∥ for all 𝑢 ∈ H .
Hint: Prove first that 𝐴 is normal if and only if ∥𝐴𝑢∥ = ∥𝐴∗𝑢∥ for any 𝑢 ∈ H . Deduce
that a normal operator is injective if and only if it has dense range.

Proof. Suppose 𝐴 ∈ B(H) is symmetric, and let 𝜆 = 𝑎 + 𝑖𝑏 be a complex number with
𝑏 ≠ 0. We compute that

∥(𝐴 − 𝜆𝐼)𝑢∥2 = ⟨(𝐴 − 𝜆𝐼)𝑢, (𝐴 − 𝜆𝐼)𝑢⟩
= ∥𝐴𝑢∥2 − (𝜆 + 𝜆)⟨𝐴𝑢, 𝑢⟩ + |𝜆 |2∥𝑢∥2

= ∥𝐴𝑢∥2 − 2𝑎⟨𝐴𝑢, 𝑢⟩ + 𝑎2∥𝑢∥2 + 𝑏2∥𝑢∥2

= ∥𝐴𝑢∥2 − 2Re⟨𝐴𝑢, 𝑎𝑢⟩ + ∥𝑎𝑢∥2 + 𝑏2∥𝑢∥2

= (∥𝐴𝑢 + 𝑎𝑢∥)2 + 𝑏2∥𝑢∥2

≥ 𝑏2∥𝑢∥2

with 𝑏2 > 0 since 𝑏 ≠ 0. Above we used that ⟨𝐴𝑢, 𝑢⟩ is a real number, due to the
fact that 𝐴 is symmetric. By Exercise 1.48, since 𝐴 − 𝜆𝐼 is normal, we deduce it is
invertible and its inverse is bounded. Thus 𝜆 ∈ 𝜌(𝐴). In other words, we proved that
ℂ \ℝ ⊂ 𝜌(𝐴) = ℂ \ 𝜎(𝐴), which implies 𝜎(𝐴) ⊂ ℝ. □

Exercise 1.49. Prove directly that the eigenvalues (if any) of a symmetric operator
𝐴 ∈ B(H) are real.

Here is an immediate consequence of our previous results.

Corollary 1.50. Let 𝐴 ∈ B(H) be symmetric. Then 𝜎𝑟 (𝐴) = ∅.

Proof. Combine Corollary 1.39 and Theorem 1.47. □

Note that the converse does not hold, as for instance the left shift on ℓ 2(ℕ) has
empty residual spectrum but is not symmetric.

Definition 1.51. Let 𝐴 ∈ B(H) be symmetric.
The numbers

𝑚 ··= inf
∥𝑢∥=1

⟨𝐴𝑢, 𝑢⟩, 𝑀 ··= sup
∥𝑢∥=1

⟨𝐴𝑢, 𝑢⟩

are called the lower bound and the upper bound of 𝐴.
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An immediate consequence of Theorem 1.44 is that ∥𝐴∥ = max{|𝑚|, |𝑀 |}.
These numbers provide an additional information on the localization of the spec-

trum.

Theorem 1.52. Let 𝐴 ∈ B(H) be a symmetric operator. Then 𝜎(𝐴) ⊂ [𝑚, 𝑀].

Proof. Suppose that 𝜆 ∈ 𝜎(𝐴). As 𝐴 is symmetric, the converse statement of Exercise
1.28 holds (check!), and there exists a sequence (𝑢𝑛)𝑛∈ℕ ⊂ H so that ∥𝑢𝑛∥ = 1 for all
𝑛 ∈ ℕ and ∥(𝐴 − 𝜆IdH )𝑢𝑛∥ −→ 0 as 𝑛 → ∞. By Cauchy-Schwarz, it follows that

|⟨𝐴𝑢𝑛, 𝑢𝑛⟩ − 𝜆 | = |⟨(𝐴 − 𝜆IdH )𝑢𝑛, 𝑢𝑛⟩| ≤ ∥(𝐴 − 𝜆IdH )𝑢𝑛∥ −→ 0
whence 𝜆 = lim

𝑛→∞
⟨𝐴𝑢𝑛, 𝑢𝑛⟩. As 𝑚 ≤ ⟨𝐴𝑢𝑛, 𝑢𝑛⟩ ≤ 𝑀 for all 𝑛 ∈ ℕ, we deduce that 𝜆 is

real and that 𝜆 ∈ [𝑚, 𝑀]. This concludes the proof. □

1.5 Projection operators

The main theme of the spectral theorem is to decompose any bounded symmetric
operators as a linear combination of orthogonal projections. This part is devoted to
this class of operators and their main properties.

Definition 1.53. Let M ⊂ H be a closed subspace.
The orthogonal projection onto M is the map

𝑃 : H −→ H
𝑢 ↦−→ 𝑃𝑢 ··= 𝑣

where 𝑢 = 𝑣 + 𝑤, 𝑣 ∈ M, 𝑤 ∈ M⊥ is the decomposition provided by Theorem
1.21.

One checks easily that it indeed defines a linear operator on H .

Theorem 1.54. Let M,N be closed subspaces of H . Denote by 𝑃, 𝑄 the corre-
sponding projections.

(i) M = Im(𝑃) and M⊥ = Ker(𝑃).

(ii) 𝑃 is symmetric, 𝑃2 = 𝑃 and ∥𝑃∥ = 1.

(iii) IdH − 𝑃 is the projection onto M⊥.

(iv) M ⊂ N if and only if 𝑃𝑄 = 𝑄𝑃 = 𝑃.

(v) ⟨𝑃𝑢, 𝑢⟩ ≤ ⟨𝑄𝑢, 𝑢⟩ for all 𝑢 ∈ H if and only if M ⊂ N .
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Proof. (i) These are straightforward consequences of the definition of an orthogonal
projection.
(ii) Take 𝑢, 𝑣 ∈ H , and write 𝑢 = 𝑢1 + 𝑢2, 𝑣 = 𝑣1 + 𝑣2, 𝑢1, 𝑣1 ∈ M, 𝑣1, 𝑣2 ∈ M⊥. Then

⟨𝑃𝑢, 𝑣⟩ = ⟨𝑢1, 𝑣⟩ = ⟨𝑢1, 𝑣1⟩ = ⟨𝑢, 𝑃𝑣⟩
using that ⟨𝑢1, 𝑣2⟩ = ⟨𝑢2, 𝑣1⟩ = 0. Thus 𝑃 = 𝑃∗. Also 𝑃 = 𝑃2 by definition of 𝑃. This
implies

∥𝑃∥ = ∥𝑃2∥ ≤ ∥𝑃∥2

and then 1 ≤ ∥𝑃∥. Conversely, for 𝑢 ∈ H the vectors 𝑃𝑢 and (𝐼 − 𝑃)𝑢 are orthogonal,
and Pythagore’s theorem (Proposition 1.20) gives

∥𝑢∥2 = ∥𝑃𝑢∥2 + ∥(𝐼 − 𝑃)𝑢∥2 ≥ ∥𝑃𝑢∥2

for any 𝑢 ∈ H . Hence ∥𝑃∥ ≤ 1 as announced.
(iii) For any 𝑢 ∈ H , we have a unique decomposition 𝑢 = 𝑃𝑢 + 𝑢′ with 𝑢′ ∈ M⊥, so
that (𝐼 − 𝑃)𝑢 = 𝑢′ is the projection on the second component of 𝑢, i.e. on M⊥.
(iv) Suppose M ⊂ N . It suffices to write

𝑃𝑄 = 𝑃 ⇐⇒ 𝑃(𝑄 − IdH ) = 0 ⇐⇒ 𝑃(IdH − 𝑄) = 0 ⇐⇒ Im(IdH − 𝑄) ⊂ Ker(𝑃).
Combining (i) and (iii), the latter condition means N⊥ ⊂ M⊥, which holds since M ⊂
N . The same reasoning proves 𝑄𝑃 = 𝑃.

Conversely, suppose 𝑃𝑄 = 𝑄𝑃 = 𝑃. Let 𝑢 ∈ M = Im(𝑃), so there is 𝑣 ∈ H so that
𝑢 = 𝑃𝑣. This reads as 𝑢 = 𝑃𝑣 = 𝑄𝑃𝑣, so 𝑢 ∈ Im(𝑄) = N .
(v) Suppose first that M ⊂ N . Let 𝑢 ∈ H , and write it as 𝑢 = 𝑣 + 𝑣′ with 𝑣 ∈ N and
𝑣′ ∈ N⊥. As M ⊂ N , N⊥ ⊂ M⊥ and the latter is the kernel of 𝑃, whence 𝑃𝑣′ = 0.
Hence

⟨𝑃𝑢, 𝑢⟩ = ⟨𝑃𝑣, 𝑣 + 𝑣′⟩ = ⟨𝑃𝑣, 𝑣⟩ + ⟨𝑃𝑣, 𝑣′⟩ = ⟨𝑃𝑣, 𝑣⟩.
Also ⟨𝑄𝑢, 𝑢⟩ = ⟨𝑣, 𝑣 + 𝑣′⟩ = ∥𝑣∥2, and thus

⟨𝑃𝑢, 𝑢⟩ = ⟨𝑃𝑣, 𝑣⟩ ≤ ∥𝑃∥∥𝑣∥2 = ∥𝑣∥2 = ⟨𝑄𝑢, 𝑢⟩
by the Cauchy-Schwarz inequality.

Conversely, suppose that ⟨𝑃𝑢, 𝑢⟩ ≤ ⟨𝑄𝑢, 𝑢⟩ for any 𝑢 ∈ H . As M = Im(𝑃) and
N = Im(𝑄), the inclusion to show is equivalent to

Im(𝑃) ⊂ Im(𝑄) ⇐⇒ Im(𝑄)⊥ ⊂ Im(𝑃)⊥ ⇐⇒ Ker(𝑄) ⊂ Ker(𝑃).
Let thus 𝑢 ∈ Ker(𝑄), so 𝑄𝑢 = 0. This implies ⟨𝑃𝑢, 𝑢⟩ ≤ ⟨𝑄𝑢, 𝑢⟩ = 0, and ⟨𝑃𝑢, 𝑢⟩ ≥ 0,
whence in fact ⟨𝑃𝑢, 𝑢⟩ = 0. We can conclude that

∥𝑃𝑢∥2 = ⟨𝑃𝑢, 𝑃𝑢⟩ = ⟨𝑃𝑢, 𝑢⟩ = 0

using the symmetry and the idempotence of 𝑃 for the second equality. Hence 𝑃𝑢 = 0,
and 𝑢 ∈ Ker(𝑃), as wished. □

For orthogonal projections, the numerical range introduced above can be computed
easily.
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Proposition 1.55. Suppose that 𝑃 ∉ {0, IdH } is an orthogonal projection.
Then nr(𝑃) = [0, 1].

Proof. First of all, let 𝑢 ∈ H with ∥𝑢∥ = 1. We have

⟨𝑃𝑢, 𝑢⟩ = ⟨𝑃𝑢, 𝑃𝑢 + (IdH − 𝑃)𝑢⟩ = ⟨𝑃𝑢, 𝑃𝑢⟩ = ∥𝑃𝑢∥2 ≥ 0

and also ⟨𝑃𝑢, 𝑢⟩ ≤ ∥𝑃𝑢∥∥𝑢∥ ≤ ∥𝑃∥ = 1. Hence nr(𝑃) ⊂ [0, 1].
Conversely, fix 𝑡 ∈ [0, 1]. Let 𝑣 ∈ Im(𝑃) and 𝑤 ∈ Ker(𝑃) = (Im(𝑃))⊥ with ∥𝑣∥ =

∥𝑤∥ = 1. Consider 𝑢𝑡 = 𝑡𝑣 +
√

1 − 𝑡2𝑤. Then

∥𝑢𝑡∥ = ∥𝑡𝑣∥2 +
√︁1 − 𝑡2𝑤

2
= 𝑡2 + (1 − 𝑡2) = 1

and also ⟨𝑃𝑢𝑡, 𝑢𝑡⟩ = ⟨𝑡𝑣, 𝑡𝑣 +
√

1 − 𝑡2𝑤⟩ = 𝑡2. This proves that 𝑡2 ∈ nr(𝑃) for any
𝑡 ∈ [0, 1], and since the square is a bijection from [0, 1] onto [0, 1], this shows that
[0, 1] ⊂ nr(𝑃). Hence nr(𝑃) = [0, 1] as claimed. □

1.6 Positive operators

Definition 1.56. An operator 𝑃 ∈ B(H) is positive if ⟨𝑃𝑢, 𝑢⟩ ≥ 0 for all 𝑢 ∈ H .

Note that a positive operator is automatically symmetric.
Also, if 𝑃, 𝑄 are symmetric, we can compare them, saying that 𝑃 is smaller than

𝑄, denoted 𝑃 ≤ 𝑄, if 𝑄 − 𝑃 is positive.

Exercise 1.57. Check that ≤ is a partial order on the class of symmetric operators on
H .

Example 1.58. (i) Let 𝐴 be the operator on 𝐿2( [0, 1]) defined by (𝐴𝑢) (𝑡) = 𝑡𝑢(𝑡). We
have that

⟨𝐴𝑢, 𝑢⟩ =
∫ 1

0
𝑡𝑢(𝑡)𝑢(𝑡) d𝑡 =

∫ 1

0
𝑡 |𝑢(𝑡) |2 d𝑡 ≥ 0

for any 𝑢 ∈ 𝐿2( [0, 1]), so 𝐴 is positive.
(ii) If 𝐴 ∈ B(H) then 𝐴∗𝐴 is positive, because

⟨𝐴∗𝐴𝑢, 𝑢⟩ = ⟨𝐴𝑢, 𝐴𝑢⟩ = ∥𝐴𝑢∥2 ≥ 0

for any 𝑢 ∈ H . The same applies for 𝐴𝐴∗. We will prove below that in fact all positive
operators arise in this form.
(iii) Likewise, if 𝐴 is positive, then 𝐴∗ is positive since

⟨𝐴∗𝑢, 𝑢⟩ = ⟨𝑢, 𝐴𝑢⟩ = ⟨𝐴𝑢, 𝑢⟩ = ⟨𝐴𝑢, 𝑢⟩ ≥ 0
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for any 𝑢 ∈ H . Also, if 𝐴 is invertible, then 𝐴−1 is positive.
(iv) An orthogonal projection is always positive, since equals to its square.

Exercise 1.59. Deduce from the proof of Theorem 1.47 that if 𝐴 is a positive operator,
then 𝜎(𝐴) ⊂ [0,∞).

Definition 1.60. Let 𝑃 ∈ B(H) be positive.
A square root of 𝑃 is a bounded operator 𝑅 so that 𝑅2 = 𝑃.

When it exists, the square root of an operator 𝑃 is denoted
√
𝑃, or 𝑃1/2.

The main goal of this subsection is to prove that any positive operator has a unique
positive square root, as for real numbers. To prove this claim, we need to go through
some technical lemmas. The first one is the following.

Lemma 1.61. Let 𝐴, 𝑆 ∈ B(H), and suppose 𝐴𝑆 = 𝑆𝐴.
Then any polynomial in 𝐴 commutes with 𝑆. Moreover if 𝐴 is symmetric, then
any polynomial in 𝐴 is symmetric.

Proof. Since a polynomial with real coefficients is a linear combination of monomi-
als, it is enough to prove both claims for monomials of the type 𝐴 𝑗, 𝑗 ≥ 0. This is
straightforward, as

𝐴 𝑗𝑆 = 𝐴 𝑗−1𝐴𝑆 = 𝐴 𝑗−1𝑆𝐴 = 𝐴 𝑗−2𝑆𝐴2 = · · · = 𝑆𝐴 𝑗 .

If 𝐴 is symmetric, then for 𝑢, 𝑣 ∈ H one has

⟨𝐴 𝑗𝑢, 𝑣⟩ = ⟨𝐴 𝑗−1𝑢, 𝐴𝑣⟩ = · · · = ⟨𝑢, 𝐴 𝑗𝑣⟩

which proves that 𝐴 𝑗 is symmetric. Thus we are done. □

Lemma 1.62. Let 𝑃 ∈ B(H) be positive.
There exists a sequence (𝑃𝑛)𝑛≥1 of polynomials in 𝑃 so that the sequence of par-
tial sums ( 𝑛∑︁

𝑘=1
𝑃2
𝑛

)
𝑛≥1

converges strongly to 𝑃, i.e. lim
𝑛→∞

𝑃𝑢 −
𝑛∑︁

𝑘=1
𝑃2
𝑛𝑢

 = 0 for all 𝑢 ∈ H .
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Proof. Suppose 𝑃 ≠ 0, otherwise the result is clear. Define 𝐵1 ··= 1
∥𝑃∥𝑃 and by induc-

tion
𝐵𝑛+1 = 𝐵𝑛 − 𝐵2

𝑛, 𝑛 ≥ 1.
By Lemma 1.61, each 𝐵𝑛 is symmetric since it is a polynomial in 𝑃. We now prove that
0 ≤ 𝐵𝑛 ≤ 𝐼 for all 𝑛 ≥ 1, by induction. For the case 𝑛 = 1, we compute

⟨𝐵1𝑢, 𝑢⟩ =
1

∥𝑃∥ ⟨𝑃𝑢, 𝑢⟩ ≥ 0

for any 𝑢 ∈ H since 𝑃 ≥ 0, and also

⟨(𝐼 − 𝐵1)𝑢, 𝑢⟩ = ⟨𝑢, 𝑢⟩ − ⟨𝐵1𝑢, 𝑢⟩ = ⟨𝑢, 𝑢⟩ − 1
∥𝑃∥ ⟨𝑃𝑢, 𝑢⟩ ≥ 0

for any 𝑢 ∈ H , by Cauchy-Schwarz inequality, so 𝐵1 ≤ 𝐼. Now suppose 0 ≤ 𝐵𝑚 ≤ 𝐼 for
some 𝑚 ≥ 1. Observe that

𝐵𝑚+1 = 𝐵𝑚 − 𝐵2
𝑚 = 𝐵𝑚(𝐼 − 𝐵𝑚)2 + 𝐵2

𝑚(𝐼 − 𝐵𝑚).

Now fix 𝑢 ∈ H . Then we have

⟨𝐵𝑚(𝐼 − 𝐵𝑚)2𝑢, 𝑢⟩ = ⟨(𝐼 − 𝐵𝑚)𝐵𝑚(𝐼 − 𝐵𝑚)𝑢, 𝑢⟩
= ⟨𝐵𝑚(𝐼 − 𝐵𝑚)𝑢, (𝐼 − 𝐵𝑚)𝑢⟩ ≥ 0

using the fact that 𝐵𝑚 commutes with 𝐼 − 𝐵𝑚, that 𝐼 − 𝐵𝑚 is symmetric and that 𝐵𝑚

is positive by assumption. Thus 𝐵𝑚(𝐼 − 𝐵𝑚)2 is positive. Likewise

⟨𝐵2
𝑚(𝐼 − 𝐵𝑚)𝑢, 𝑢⟩ = ⟨𝐵𝑚(𝐼 − 𝐵𝑚)𝐵𝑚𝑢, 𝑢⟩

= ⟨(𝐼 − 𝐵𝑚)𝐵𝑚𝑢, 𝐵𝑚𝑢⟩ ≥ 0

since 𝐵𝑚 is symmetric and 𝐼−𝐵𝑚 is positive. Hence 𝐵2
𝑚(𝐼−𝐵𝑚) ≥ 0 as well, and 𝐵𝑚+1

is positive. On the other hand, 𝐼 − 𝐵𝑚+1 = (𝐼 − 𝐵𝑚) + 𝐵2
𝑚 is the sum of two positive

operators, so is positive. This concludes the inductive step, and thus

∀𝑛 ≥ 1, 0 ≤ 𝐵𝑛 ≤ 𝐼.

Now we observe that
𝑛∑︁

𝑘=1
𝐵2

𝑘 =

𝑛∑︁
𝑘=1

(𝐵𝑘 − 𝐵𝑘+1) = 𝐵1 − 𝐵𝑛+1, so that

𝑛∑︁
𝑘=1

⟨𝐵𝑘𝑢, 𝐵𝑘𝑢⟩ =
𝑛∑︁

𝑘=1
⟨𝐵2

𝑘𝑢, 𝑢⟩

=
〈 𝑛∑︁
𝑘=1

𝐵2
𝑘𝑢, 𝑢

〉
= ⟨𝐵1𝑢, 𝑢⟩ − ⟨𝐵𝑛+1𝑢, 𝑢⟩
≤ ⟨𝐵1𝑢, 𝑢⟩
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for all 𝑢 ∈ H . In particular, we see that
∞∑︁
𝑘=1

∥𝐵2
𝑘𝑢∥ converges, so lim

𝑘→∞
∥𝐵2

𝑘𝑢∥ = 0 for all

𝑢 ∈ H . It thus follows that 𝑛∑︁
𝑘=1

𝐵2
𝑘𝑢 − 𝐵1𝑢

 = ∥𝐵𝑛+1𝑢∥
𝑛→∞−−−−→ 0.

for all 𝑢 ∈ H . Letting 𝑃𝑛 =
√︁
∥𝑃∥𝐵𝑛, we have

lim
𝑘→∞

𝑃𝑢 −
𝑛∑︁

𝑘=1
𝑃2
𝑘𝑢

 = lim
𝑘→∞

∥𝑃∥𝐵1𝑢 −
𝑛∑︁

𝑘=1
∥𝑃∥𝐵2

𝑘𝑢

 = 0

for all 𝑢 ∈ H , as claimed. This finishes the proof. □

The first corollary we derive and that we will use for the proof of the existence of
square roots is the stability under multiplication of the class of positive operators,
provided they commute.

Corollary 1.63. Let 𝑃, 𝑄 ∈ B(H) be positive, and suppose that 𝑃𝑄 = 𝑄𝑃.
Then 𝑃𝑄 is positive.

Proof. Let (𝑃𝑛)𝑛≥1 ⊂ B(H) be the sequence given by the previous lemma. Since each
𝑃𝑛 is a polynomial in 𝑃, and that 𝑃 commutes with 𝑄, 𝑃𝑛𝑄 = 𝑄𝑃𝑛 for all 𝑛 ≥ 1.
This implies that ⟨𝑃2

𝑛𝑄𝑢, 𝑢⟩ = ⟨𝑄𝑃𝑛𝑢, 𝑃𝑛𝑢⟩ for any 𝑢 ∈ H and any 𝑛 ≥ 1, using that
𝑃𝑛 is symmetric. Hence, from the continuity of the inner product in the first variable
(Exercise 1.17) we get

⟨𝑃𝑄𝑢, 𝑢⟩ =
〈 ∞∑︁
𝑛=1

𝑃2
𝑛𝑄𝑢, 𝑢

〉
=

∞∑︁
𝑛=1

⟨𝑃2
𝑛𝑄𝑢, 𝑢⟩

for all 𝑢 ∈ H , meaning that 𝑃𝑄 is positive. □

Exercise 1.64. Show that the above result is false if 𝑃 and 𝑄 do not commute.

The next theorem we derive is an analog of the dominated convergence theorem in
analysis.

Theorem 1.65. Let (𝑆𝑛)𝑛∈ℕ ⊂ B(H) be symmetric operators, and 𝑇 ∈ B(H) be
a symmetric operator so that

(i) 𝑆𝑚 ≤ 𝑆𝑛 for any 0 ≤ 𝑚 ≤ 𝑛.

(ii) 𝑆𝑛𝑆𝑚 = 𝑆𝑚𝑆𝑛 for any 𝑛, 𝑚 ∈ ℕ.
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(iii) 𝑆𝑛𝑇 = 𝑇𝑆𝑛 for any 𝑛 ∈ ℕ.

(iv) 𝑆𝑛 ≤ 𝑇 for any 𝑛 ∈ ℕ.

Then (𝑆𝑛)𝑛∈ℕ converges strongly to a symmetric operator 𝑆 ∈ B(H).

Proof. Let 𝑃𝑛 ··= 𝑇 − 𝑆𝑛, 𝑛 ∈ ℕ. By condition (iv), 𝑃𝑛 ≥ 0 for all 𝑛 ∈ ℕ, and by (ii) and
(iii), 𝑃𝑛𝑃𝑚 = 𝑃𝑚𝑃𝑛 for all 𝑛, 𝑚 ∈ ℕ. By (i), one has

𝑃𝑛 − 𝑃𝑚 = (𝑇 − 𝑆𝑛) − (𝑇 − 𝑆𝑚) = 𝑆𝑚 − 𝑆𝑛 ≤ 0

if 0 ≤ 𝑚 ≤ 𝑛. Thus (𝑃𝑛)𝑛∈ℕ is decreasing. By Corollary 1.63, we then have that
𝑃𝑚(𝑃𝑚 − 𝑃𝑛) ≥ 0 and 𝑃𝑛(𝑃𝑚 − 𝑃𝑛) ≥ 0 if 0 ≤ 𝑚 ≤ 𝑛, and it follows that

𝑃2
𝑚 ≥ 𝑃𝑛𝑃𝑚 ≥ 𝑃2

𝑛

for 0 ≤ 𝑚 ≤ 𝑛, meaning that (𝑃2
𝑛)𝑛∈ℕ is decreasing. Hence if 𝑢 ∈ H , the sequence

(⟨𝑃2
𝑛𝑢, 𝑢⟩)𝑛∈ℕ is a decreasing sequence of positive numbers, and therefore it has a

limit, that we call 𝛼𝑢. The above inequalities then provides that

⟨𝑃𝑚𝑃𝑛𝑢, 𝑢⟩ −→ 𝛼𝑢

as 𝑛 → ∞. In turn, this implies that

∥𝑆𝑛𝑢 − 𝑆𝑚𝑢∥2 = ∥𝑃𝑛𝑢 − 𝑃𝑚𝑢∥2

= ⟨(𝑃𝑛 − 𝑃𝑚)𝑢, (𝑃𝑛 − 𝑃𝑚)𝑢⟩
= ⟨(𝑃𝑛 − 𝑃𝑚)2𝑢, 𝑢⟩
= ⟨𝑃2

𝑛𝑢, 𝑢⟩ + ⟨𝑃2
𝑚𝑢, 𝑢⟩ − 2⟨𝑃𝑛𝑃𝑚𝑢, 𝑢⟩

−→ 𝛼𝑢 +𝛼𝑢 − 2𝛼𝑢 = 0

as 𝑛 → ∞. Hence (𝑆𝑛𝑢)𝑛∈ℕ is Cauchy in H , and by completeness it must converges.
Call the limit 𝑆𝑢. This defines a linear operator on H , which is bounded by Banach-
Steinhaus (Theorem 1.8). 𝑆 is also symmetric as the inner product is continuous in
each variable (Exercise 1.17). □

We can now proceed to show the existence of square roots for positive operators.

Theorem 1.66. Let 𝑃 ∈ B(H) be positive.
Then 𝑃 has a unique positive square root, which commutes with any 𝐴 ∈ B(H)
commuting with 𝑃.

Proof. Without loss of generality, we may suppose 0 ≤ 𝑃 ≤ 𝐼. Set 𝑅0 = 0 and

𝑅𝑛+1 ··= 𝑅𝑛 +
1
2
(𝑃 − 𝑅2

𝑛), 𝑛 ∈ ℕ.
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Note that 𝑅𝑛 is a polynomial in 𝑃 for all 𝑛 ∈ ℕ, so 𝑅𝑛 is symmetric for any 𝑛 ∈ ℕ by
Lemma 1.61. Now note the relation

𝐼 − 𝑅𝑛+1 =
1
2
(𝐼 − 𝑅𝑛)2 + 1

2
(𝐼 − 𝑃). (2)

By induction using (2), one sees directly that 𝑅𝑛 ≤ 𝐼 for any 𝑛 ∈ ℕ. Furthermore,
since

𝑅𝑛+1 − 𝑅𝑛 = (𝐼 − 𝑅𝑛) − (𝐼 − 𝑅𝑛+1)

=
1
2
(𝐼 − 𝑅𝑛−1)2 + 1

2
(𝐼 − 𝑃) −

(
1
2
(𝐼 − 𝑅𝑛)2 + 1

2
(𝐼 − 𝑃)

)
=

1
2
(𝐼 − 𝑅𝑛−1)2 − 1

2
(𝐼 − 𝑅𝑛)2

=
1
2
(𝑅𝑛 − 𝑅𝑛−1) ((𝐼 − 𝑅𝑛−1) + (𝐼 − 𝑅𝑛))

an immediate induction proves that 𝑅𝑛+1 ≥ 𝑅𝑛 for all 𝑛 ∈ ℕ. We have 𝑅0 = 0, so in
particular each 𝑅𝑛 is positive. To sum up, (𝑅𝑛)𝑛∈ℕ is an increasing sequence of positive
symmetric operators, bounded from above by 𝐼, and pairwise commuting. Theorem
1.65 therefore ensures the existence a symmetric operator 𝑅 ∈ B(H) so that

𝑅𝑛𝑢 −→ 𝑅𝑢

for any 𝑢 ∈ H . Additionally, by Banach-Steinhaus there is 𝐶 > 0 so that ∥𝑅𝑛∥ ≤ 𝐶,
whence

∥𝑅2
𝑛𝑢 − 𝑅2𝑢∥ = ∥𝑅2

𝑛𝑢 − 𝑅𝑛(𝑅𝑢) + 𝑅𝑛(𝑅𝑢) − 𝑅2𝑢∥
≤ ∥𝑅𝑛(𝑅𝑛𝑢) − 𝑅𝑛(𝑅𝑢)∥ + ∥𝑅𝑛(𝑅𝑢) − 𝑅(𝑅𝑢)∥
≤ 𝐶∥𝑅𝑛𝑢 − 𝑅𝑢∥ + ∥𝑅𝑛(𝑅𝑢) − 𝑅(𝑅𝑢)∥

for any 𝑢 ∈ H . Both terms go to 0 as (𝑅𝑛)𝑛∈ℕ converges strongly to 𝑅. This proves
that (𝑅2

𝑛)𝑛∈ℕ converges strongly to 𝑅2. Passing to the limit in the recursive relation
defining 𝑅𝑛, we get 𝑅2 = 𝑃 as wanted. Since 𝑅 is the strong limit of (𝑅𝑛)𝑛∈ℕ and these
are positive operators, 𝑅 is positive. Additionally, if 𝐴 ∈ B(H) commutes with 𝑃, then
𝐴 commutes with 𝑅𝑛 for any 𝑛 ∈ ℕ, because these are polynomials in 𝑃. It follows that

𝐴𝑅𝑢 = 𝐴( lim
𝑛→∞

𝑅𝑛𝑢) = lim
𝑛→∞

𝐴𝑅𝑛𝑢 = lim
𝑛→∞

𝑅𝑛𝐴𝑢 = 𝑅𝐴𝑢

for any 𝑢 ∈ H , showing the second claim.
We can now prove uniqueness. Suppose that there is another bounded positive

operator 𝑆 so that 𝑆2 = 𝑃. Let 𝑢 ∈ H , and 𝑣 ··= (𝑅 − 𝑆)𝑢. Then

⟨𝑅𝑣, 𝑣⟩ + ⟨𝑆𝑣, 𝑣⟩ = ⟨𝑅(𝑅 − 𝑆)𝑢, 𝑣⟩ + ⟨𝑆(𝑅 − 𝑆)𝑢, 𝑣⟩
= ⟨(𝑅 + 𝑆) (𝑅 − 𝑆)𝑢, 𝑣⟩
= ⟨(𝑅2 − 𝑆2)𝑢, 𝑣⟩
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= 0

and since ⟨𝑅𝑣, 𝑣⟩, ⟨𝑆𝑣, 𝑣⟩ ≥ 0, this forces ⟨𝑅𝑣, 𝑣⟩ = ⟨𝑆𝑣, 𝑣⟩ = 0. Now if 𝑇 is a positive
square root of 𝑅, then ∥𝑇𝑣∥2 = ⟨𝑇𝑣,𝑇𝑣⟩ = ⟨𝑇2𝑣, 𝑣⟩ = ⟨𝑅𝑣, 𝑣⟩ = 0, whence 𝑇𝑣 = 0 and
𝑅𝑣 = 𝑇 (𝑇𝑣) = 0. Likewise, by considering a square root of 𝑆, we get 𝑆𝑣 = 0. Finally,
this implies

∥𝑅𝑢 − 𝑆𝑢∥2 = ⟨(𝑅 − 𝑆)𝑢, (𝑅 − 𝑆)𝑢⟩
= ⟨(𝑅 − 𝑆)𝑣, 𝑢⟩
= ⟨𝑅𝑣, 𝑢⟩ + ⟨𝑆𝑣, 𝑢⟩
= 0

for any 𝑢 ∈ H and we get 𝑅 = 𝑆. This concludes the proof. □

As promised, the following exercise completes Example 1.58(ii).
Exercise 1.67. Prove that an operator 𝑃 ∈ B(H) is positive if and only if there exists
𝐴 ∈ B(H) so that 𝑃 = 𝐴∗𝐴.
Exercise 1.68. Let 𝐴 : ℓ 2 −→ ℓ 2 be the double right shift, defined by (𝐴𝑢)1 = (𝐴𝑢)2 ··=
0 and (𝐴𝑢)𝑛 ··= 𝑢𝑛−2, 𝑛 ≥ 3.
Show that 𝐴 is bounded and compute ∥𝐴∥. Determine 𝐴∗, and find 𝜎𝑝(𝐴), 𝜎𝑐(𝐴) and
𝜎𝑟 (𝐴). Is 𝐴 positive? Find 𝐵 : ℓ 2 −→ ℓ 2 so that 𝐴 = 𝐵2. What can we conclude?

Definition 1.69. Let 𝑆 ∈ B(H) be symmetric.
The absolute value of 𝑆 is defined as |𝑆| ··=

√
𝑆2.

To prove properties of the absolute value, we will make use of the following more
general lemma.

Lemma 1.70. Let 𝑆,𝑇 ∈ B(H) be symmetric, 𝑆𝑇 = 𝑇𝑆, and 𝑆2 = 𝑇2. Let 𝑃 be
the projection onto Ker(𝑆 − 𝑇). Then

(i) If 𝐴 ∈ B(H) commutes with 𝑆 − 𝑇, then 𝐴𝑃 = 𝑃𝐴.

(ii) 𝑆𝑢 = 0 implies 𝑃𝑢 = 𝑢.

(iii) 𝑃(𝑆 + 𝑇) = 𝑆 + 𝑇 and 𝑃(𝑆 − 𝑇) = 0.

Proof. (i) Suppose that 𝐴 ∈ B(H) commutes with 𝑆 − 𝑇. According to Theorem 1.21,
we have the splitting

H = Ker(𝑆 − 𝑇) ⊕ Ker(𝑆 − 𝑇)⊥.
Fix then 𝑣 ∈ H , and write 𝑣 = 𝑣1 + 𝑣2, 𝑣1 ∈ Ker(𝑆 − 𝑇), 𝑣2 ∈ Ker(𝑆 − 𝑇)⊥. Then
𝐴𝑣 = 𝐴𝑣1 + 𝐴𝑣2 by linearity, and

(𝑆 − 𝑇)𝐴𝑣1 = 𝐴(𝑆 − 𝑇)𝑣1 = 𝐴(0) = 0
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since 𝐴 commutes with 𝑆 − 𝑇 and 𝑣1 ∈ Ker(𝑆 − 𝑇). Also, if 𝑤 ∈ Ker(𝑆 − 𝑇), one has
that

(𝑆 − 𝑇)𝐴∗𝑤 = (𝑆∗ − 𝑇∗)𝐴∗𝑤 = (𝐴𝑆 − 𝐴𝑇)∗𝑤 = (𝑆𝐴 − 𝑇𝐴)∗𝑤 = 𝐴∗(𝑆 − 𝑇)𝑤 = 0

showing that 𝐴∗𝑤 ∈ Ker(𝑆 − 𝑇), and thus

⟨𝐴𝑣2, 𝑤⟩ = ⟨𝑣2, 𝐴
∗𝑤⟩ = 0

since 𝑣2 ∈ Ker(𝑆 − 𝑇)⊥ and 𝐴∗𝑤 ∈ Ker(𝑆 − 𝑇). This implies that 𝐴𝑣2 ∈ Ker(𝑆 − 𝑇)⊥,
and 𝐴𝑣 = 𝐴𝑣1 + 𝐴𝑣2 is the unique decomposition of 𝐴𝑣 as a sum of an element of
Ker(𝑆 − 𝑇) and an element of its orthogonal. Hence 𝐴𝑃𝑣 = 𝐴𝑣1 = 𝑃𝐴𝑣, whence
𝐴𝑃 = 𝑃𝐴 as claimed.
(ii) Suppose 𝑆𝑢 = 0. We first observe that

∥𝑇𝑢∥2 = ⟨𝑇𝑢,𝑇𝑢⟩ = ⟨𝑇2𝑢, 𝑢⟩ = ⟨𝑆2𝑢, 𝑢⟩ = ⟨𝑆𝑢, 𝑆𝑢⟩ = ∥𝑆𝑢∥2

using symmetry of 𝑆,𝑇 and 𝑆2 = 𝑇2. As 𝑆𝑢 = 0, it implies also that 𝑇𝑢 = 0, whence
(𝑆 − 𝑇)𝑢 = 𝑆𝑢 − 𝑇𝑢 = 0. This means 𝑢 ∈ Ker(𝑆 − 𝑇), and thus is invariant by 𝑃, so
𝑃𝑢 = 𝑢.
(iii) Likewise, for the first equality it is enough to check that vectors of the form (𝑆+𝑇)𝑢
are in Ker(𝑆 − 𝑇). As 𝑆𝑇 = 𝑇𝑆 and 𝑆2 = 𝑇2, (𝑆 − 𝑇) (𝑆 + 𝑇) = (𝑆 + 𝑇) (𝑆 − 𝑇) =

𝑆2 − 𝑇2 = 0, whence (𝑆 − 𝑇) (𝑆 + 𝑇)𝑢 = 0 for any 𝑢 ∈ H , providing 𝑃(𝑆 + 𝑇) = 𝑆 + 𝑇.
Also (𝑆 − 𝑇)𝑢 ∈ Ker(𝑆 − 𝑇)⊥ for any 𝑢 ∈ H , as

⟨𝑣, (𝑆 − 𝑇)𝑢⟩ = ⟨(𝑆 − 𝑇)∗𝑣, 𝑢⟩ = ⟨(𝑆 − 𝑇)𝑣, 𝑢⟩ = 0

for all 𝑣 ∈ Ker(𝑆 − 𝑇), because 𝑆,𝑇 are symmetric. Since Ker(𝑆 − 𝑇)⊥ = Ker(𝑃), we
conclude 𝑃(𝑆 − 𝑇) = 0. □

We have then the next result, about the absolute value of an operator.

Lemma 1.71. Let 𝑆 ∈ B(H) be symmetric. Let 𝐸+ be the projection onto Ker(𝑆−
|𝑆|). Then

(i) If 𝐴 ∈ B(H) commutes with 𝑆, then 𝐴𝐸+ = 𝐸+𝐴.

(ii) 𝑆𝑢 = 0 implies 𝐸+𝑢 = 𝑢.

(iii) 𝑆𝐸+ ≥ 0 and 𝑆(𝐼 − 𝐸+) ≤ 0.

Proof. (i) By Lemma 1.70(i), it is enough to check that 𝐴 commutes with 𝑆 − |𝑆|. But
𝐴 commutes with 𝑆, so also with 𝑆2, and then also with |𝑆| =

√
𝑆2 by Theorem 1.66.

Thus 𝐴 commutes with 𝑆 − |𝑆|, as wanted.
(ii) Directly follows from Lemma 1.70(ii).
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(iii) By (iii) of Lemma 1.70, we have 𝐸+(𝑆 − |𝑆|) = 0, and by (i) of the present proof,
𝑆 − |𝑆| commutes with 𝐸+, so (𝑆 − |𝑆|)𝐸+ = 0, whence 𝑆𝐸+ = |𝑆|𝐸+. Now 𝐸+ and
|𝑆| are both positive and commute, so Corollary 1.63 tells us that |𝑆|𝐸+ ≥ 0. Now
combining 𝐸+(𝑆 − |𝑆|) = 0 and 𝐸+(𝑆 + |𝑆|) = 𝑆 + |𝑆|, we have 2𝐸+ |𝑆| = 𝑆 + |𝑆|, i.e.
𝑆 = (2𝐸+ − 𝐼) |𝑆|. This yields to

𝑆(𝐼 − 𝐸+) = 𝑆 − 𝑆𝐸+ = (2𝐸+ − 𝐼) |𝑆| − 𝑆𝐸+ = −(𝐼 − 𝐸+) |𝑆|.

Now as above (𝐼 − 𝐸+) |𝑆| ≥ 0, so 𝑆(𝐼 − 𝐸+) ≤ 0. This finishes the proof. □
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2. The spectral theorem for bounded symmetric op-
erators

In this chapter we establish the first goal of the course, namely the spectral decom-
position of bounded symmetric operators on Hilbert spaces.

2.1 Integration with respect to a spectral family

Definition 2.1. A spectral family is a mapping 𝐸 : ℝ −→ B(H), denoted
(𝐸𝜆)𝜆∈ℝ, so that

(i) 𝐸𝜆 is a projection for all 𝜆 ∈ ℝ.

(ii) 𝜆 < 𝜇 =⇒ 𝐸𝜆 ≤ 𝐸𝜇.

(iii) 𝐸 is strongly left-continuous, i.e.

∀𝑢 ∈ H , ∀𝜇 ∈ ℝ, lim
𝜆→𝜇−

𝐸𝜆𝑢 = 𝐸𝜇𝑢.

(iv) There exists 𝑚, 𝑀 ∈ ℝ, 𝑚 < 𝑀, so that 𝐸𝜆 = 0 if 𝜆 < 𝑚 and 𝐸𝜆 = IdH if
𝜆 > 𝑀.

We now consider 𝑓 ∈ 𝐶( [𝑚, 𝑀 + 𝜀],ℂ) and we extend it continuously to [𝑚, 𝑀 + 𝜀],
for some 0 < 𝜀 < 1.

Let Π = (𝜆𝑘)𝑛𝑘=0 be a partition of [𝑚, 𝑀 + 𝜀], i.e. a subdivision 𝑚 = 𝜆0 < 𝜆1 < · · · <
𝜆𝑘 = 𝑀 + 𝜀 and define its size as

|Π| ··= max
𝑘=1,...,𝑛

𝜆𝑘 − 𝜆𝑘−1.

We then select points 𝜇𝑖 ∈ [𝜆𝑖−1,𝜆𝑖], 1 ≤ 𝑖 ≤ 𝑛, and we set

𝑆Π ··=
𝑛∑︁
𝑖=1

𝑓 (𝜇𝑖) (𝐸𝜆𝑖
− 𝐸𝜆𝑖−1) ∈ B(H).

Lemma 2.2. There exists a unique 𝑆 ∈ B(H) so that

∀𝜂 > 0, ∃𝛿𝜂 > 0, |Π| < 𝛿𝜂 =⇒ ∥𝑆Π − 𝑆∥ < 𝜂.

Furthermore, 𝑆 is independent of the choice of 𝜀, the extension of 𝑓 and the
choice of points (𝜇𝑖)𝑛𝑖=1.
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This idea here really comes from Riemann sums. The idea of the proof is that if
(Π𝑛)𝑛∈ℕ is a sequence of partitions which size tends to 0, then (𝑆Π𝑛

)𝑛∈ℕ is Cauchy in
B(H), and therefore converges.

Proof. Let 𝜂 > 0. Since 𝑓 is continuous on the compact set [𝑚, 𝑀 + 𝜀], 𝑓 is uniformly
continuous, and there is 𝛿𝜂 > 0 so that

𝜇, 𝜇′ ∈ [𝑚, 𝑀 + 𝜀], |𝜇 − 𝜇′| < 𝛿𝜂 =⇒ | 𝑓 (𝜇) − 𝑓 (𝜇′) | < 𝜂

2
.

The first part consists at proving that if two partitions Π and Π′ have |Π|, |Π′| < 𝛿𝜂,
then ∥𝑆Π − 𝑆Π′ ∥ < 𝜂. Let us write then Π = (𝜆𝑖)𝑛𝑖=0, and consider

Π ··= Π ∪ Π′ = (𝜆 𝑗)𝑛𝑗=0

where 𝑛 > 𝑛. Choose 𝜇𝑖 ∈ [𝜆𝑖−1,𝜆𝑖], 1 ≤ 𝑖 ≤ 𝑛, and 𝜇 𝑗 ∈ [𝜆 𝑗−1,𝜆 𝑗], 1 ≤ 𝑗 ≤ 𝑛. Now,
each 𝜆𝑖 is some 𝜆𝑘𝑖 . This gives a subset of {0, . . . , 𝑛}, namely 0 = 𝑘0 < 𝑘1 < · · · <
𝑘𝑛 = 𝑛. We will now estimate ∥𝑆Π − 𝑆Π∥. The trick to do this is to use those indices
𝑘0 < 𝑘1 < · · · < 𝑘𝑛 and write

𝑓 (𝜇𝑖) (𝐸𝜆𝑖
− 𝐸𝜆𝑖−1) = 𝑓 (𝜇𝑖)

𝑘𝑖∑︁
𝑗=𝑘𝑖−1+1

(𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

)

in order to get

𝑆Π =

𝑛∑︁
𝑖=1

𝑘𝑖∑︁
𝑗=𝑘𝑖−1+1

𝑓 (𝜇𝑖) (𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

), 𝑆Π =

𝑛∑︁
𝑖=1

𝑘𝑖∑︁
𝑗=𝑘𝑖−1+1

𝑓 (𝜇 𝑗) (𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

).

If 𝑢 ∈ H has ∥𝑢∥ = 1, we compute that

|⟨(𝑆Π − 𝑆Π)𝑢, 𝑢⟩| =
����〈∑︁

𝑖

∑︁
𝑗

( 𝑓 (𝜇𝑖) − 𝑓 (𝜇 𝑗)) (𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

)𝑢, 𝑢
〉����

=

����∑︁
𝑖, 𝑗

( 𝑓 (𝜇𝑖) − 𝑓 (𝜇 𝑗))⟨(𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

)𝑢, 𝑢⟩
����

<
𝜂

2

∑︁
𝑖, 𝑗

⟨(𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

)𝑢, 𝑢⟩

=
𝜂

2

〈∑︁
𝑖, 𝑗

(𝐸𝜆 𝑗
− 𝐸𝜆 𝑗−1

)𝑢, 𝑢
〉

=
𝜂

2
⟨(𝐸𝑀+𝜀 − 𝐸𝑚)𝑢, 𝑢⟩

=
𝜂

2
∥𝑢∥2
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=
𝜂

2
.

and the upper bound follows from the uniform continuity of 𝑓 , which we may use since

|𝜇𝑖 − 𝜇 𝑗 | ≤ 𝜆𝑖 − 𝜆𝑖−1 ≤ |Π| < 𝛿𝜂 .

We then obtain, using Theorem 1.44, that ∥𝑆Π − 𝑆Π∥ <
𝜂
2 . Likewise, since |Π′| < 𝛿𝜂,

we get ∥𝑆Π′ − 𝑆Π∥ <
𝜂
2 . The triangle inequality now yields to

∥𝑆Π − 𝑆Π′ ∥ ≤ ∥𝑆Π − 𝑆Π∥ + ∥𝑆Π − 𝑆Π′ ∥ < 𝜂

2
+ 𝜂

2
= 𝜂

as announced above. This concludes the first step of the proof.
Now take a sequence (Π𝑛)𝑛∈ℕ with |Π𝑛 | −→ 0 as 𝑛 → ∞. Hence there is 𝑁 ∈ ℕ so

that 𝑛 ≥ 𝑁 =⇒ |Π𝑛 | < 𝛿𝜂, and thus

𝑛, 𝑚 ≥ 𝑁 =⇒ |Π𝑛 |, |Π𝑚 | < 𝛿𝜂 =⇒ ∥𝑆Π𝑛
− 𝑆Π𝑚

∥ < 𝜂.

This means that (𝑆Π𝑛
)𝑛∈ℕ is Cauchy in B(H), and therefore there is 𝑆 ∈ B(H) so that

∥𝑆Π𝑛
− 𝑆∥ −→ 0 as 𝑛 → ∞. The latter convergence implies that there is 𝑁𝜂 ∈ ℕ so

that |Π𝑁𝜂 | < 𝛿𝜂/2 and ∥𝑆Π𝑁𝜂
− 𝑆∥ < 𝜂

2 . Thus if Π is a partition with |Π| < 𝛿𝜂/2, we get

∥𝑆Π − 𝑆∥ ≤ ∥𝑆Π − 𝑆Π𝑁𝜂
∥ + ∥𝑆Π𝑁𝜂

− 𝑆∥ < 𝜂

2
+ 𝜂

2
= 𝜂.

Finally it is clear that 𝑆 does not depend on any choice we made above. We are done. □

Definition 2.3. The operator 𝑆 obtained in Lemma 2.2 is called the integral of
𝑆 with respect to (𝐸𝜆)𝜆∈ℝ, and is denoted

𝑆 =

∫ 𝑀+𝜀

𝑚

𝑓 (𝜆) d𝐸𝜆.

Observe for instance that
∫ 𝑀+𝜀

𝑚

d𝐸𝜆 = 𝐸𝑀+𝜀 − 𝐸𝑚 = IdH .

2.2 Spectral theorem I

Here is the statement and the proof of the spectral theorem.

Theorem 2.4. Let 𝑆 be a bounded symmetric operator.
There exists a unique spectral family (𝐸𝜆)𝜆∈ℝ such that the following hold.

(i) If 𝐴 ∈ B(H) and 𝐴𝑆 = 𝑆𝐴, then 𝐴𝐸𝜆 = 𝐸𝜆𝐴 for all 𝜆 ∈ ℝ.
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(ii) For all 𝑢 ∈ H , for all 𝜇 ∈ ℝ, the limit lim
𝜆→𝜇+

𝐸𝜆𝑢 exists in H .

(iii) The upper and lower bounds of 𝑆 are the upper and lower bounds for
(𝐸𝜆)𝜆∈ℝ.

(iv) 𝑆 has the representation

𝑆 =

∫ 𝑀+𝜀

𝑚

𝜆 d𝐸𝜆.

(𝐸𝜆)𝜆∈ℝ is then called the spectral family of 𝑆 ∈ B(H).

Proof. Let 𝐸+(𝜆) be the projection onto Ker((𝑆 − 𝜆IdH ) − |𝑆 − 𝜆IdH |), and let

𝐸𝜆 ··= IdH − 𝐸+(𝜆).

Clearly, 𝐸𝜆 is a projection for all 𝜆 ∈ ℝ. From the definition of the family (𝐸𝜆)𝜆∈ℝ, it
appears that Lemma 1.71 will play a key role in the proof. For instance Lemma 1.71(i)
already implies point (i) of the theorem, and also the relation 𝐸𝜆𝐸𝜇 = 𝐸𝜇𝐸𝜆 for every
𝜆, 𝜇 ∈ ℝ.

Let 𝜆 < 𝜇, and define 𝑃 = 𝐸𝜆 (IdH − 𝐸𝜇). First, note the relations 𝐸𝜆𝑃 = 𝑃 and
(IdH − 𝐸𝜇)𝑃 = 𝑃 (as projections are idempotent). Fix 𝑢 ∈ H and 𝑣 ··= 𝑃𝑢. Then

𝐸𝜆𝑣 = 𝐸𝜆𝑃𝑢 = 𝑃𝑢 = 𝑣, (IdH − 𝐸𝜇)𝑣 = (IdH − 𝐸𝜇)𝑃𝑢 = 𝑃𝑢 = 𝑣

and thus

⟨(𝑆 − 𝜆IdH )𝑣, 𝑣⟩ = ⟨(𝑆 − 𝜆IdH )𝐸𝜆𝑣, 𝑣⟩ = ⟨(𝑆 − 𝜆IdH ) (IdH − 𝐸+(𝜆))𝑣, 𝑣⟩ ≤ 0
⟨(𝑆 − 𝜇IdH )𝑣, 𝑣⟩ = ⟨(𝑆 − 𝜇IdH ) (IdH − 𝐸𝜇)𝑣, 𝑣⟩ = ⟨(𝑆 − 𝜇IdH )𝐸+(𝜇)𝑣, 𝑣⟩ ≥ 0

where we used that (𝑆−𝜇IdH )𝐸+(𝜇) ≥ 0 and (𝑆−𝜆IdH ) (IdH −𝐸+(𝜆)) ≤ 0 by Lemma
1.70(iii). Substracting these two lines provide (𝜇−𝜆)∥𝑣∥2 ≤ 0, which implies ∥𝑣∥2 = 0.
Hence ∥𝑃𝑢∥2 = 0, so 𝑃𝑢 = 0, and 𝑃 = 0. It follows that 𝐸𝜆 = 𝐸𝜆𝐸𝜇 (developing the
expression for 𝑃) and thus 𝐸𝜆 ≤ 𝐸𝜇 by Theorem 1.54(iv). This shows that (𝐸𝜆)𝜆∈ℝ is
increasing.

Now we turn to proving (iii) of the theorem. We treat the case of 𝑚 the lower bound
of 𝑆, and the case of 𝑀 is similar. By contradiction, suppose that 𝜆 < 𝑚 and 𝐸𝜆 ≠ 0.
Take 𝑢 ∈ H so that 𝑣 ··= 𝐸𝜆𝑢 ≠ 0. Without restriction, we may assume that ∥𝑣∥ = 1.
Again using Lemma 1.71(iii), we have

⟨𝑆𝑣, 𝑣⟩ − 𝜆 = ⟨(𝑆 − 𝜆IdH )𝑣, 𝑣⟩
= ⟨(𝑆 − 𝜆IdH )𝐸𝜆𝑢, 𝐸𝜆𝑢⟩
= ⟨(𝑆 − 𝜆IdH )𝐸𝜆𝑢, 𝑢⟩
≤ 0
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as 𝐸𝜆 is symmetric, idempotent and commutes with (𝑆 − 𝜆IdH ), and the last step is
a consequence of (𝑆 − 𝜆IdH )𝐸𝜆 ≤ 0. We deduce then that 𝑚 ≤ ⟨𝑆𝑣, 𝑣⟩ ≤ 𝜆, which
contradicts the way we chose 𝜆. Thus 𝐸𝜆 = 0 for every 𝜆 < 𝑚, as claimed. Point (iii)
of the theorem is proven.

Let now 𝑢 ∈ H , and 𝜆, 𝜇 ∈ ℝ. We show that the two limits lim
𝜆→𝜇±

𝐸𝜆𝑢 exists. We

handle the case 𝜆 → 𝜇+, and the other one is dual. As the spectral family (𝐸𝜆)𝜆∈ℝ is
increasing, the map 𝜆 ↦−→ ⟨𝐸𝜆𝑢, 𝑢⟩ is non-decreasing, so the limit

ℓ𝜇+ ··= lim
𝜆→𝜇+

⟨𝐸𝜆𝑢, 𝑢⟩

exists. Let 𝜂 > 0. Then there is 𝛿 > 0 so that 𝜇 < 𝜆 < 𝜇 + 𝛿 =⇒ |⟨𝐸𝜆𝑢, 𝑢⟩ − ℓ𝜇+ | < 𝜂
2 .

Hence, if 𝜇 < 𝜈 < 𝜆 < 𝜇 + 𝛿, one has

∥𝐸𝜆𝑢 − 𝐸𝜈𝑢∥2 = ⟨(𝐸𝜆 − 𝐸𝜈)2𝑢, 𝑢⟩
= ⟨(𝐸𝜆 − 𝐸𝜈)𝑢, 𝑢⟩
= ⟨𝐸𝜆𝑢, 𝑢⟩ − ℓ𝜇+ + ℓ𝜇+ − ⟨𝐸𝜈𝑢, 𝑢⟩
≤ |⟨𝐸𝜆𝑢, 𝑢⟩ − ℓ𝜇+ | + |ℓ𝜇+ − ⟨𝐸𝜈𝑢, 𝑢⟩|

<
𝜂

2
+ 𝜂

2
= 𝜂.

Using completeness of H (in the same way as in the proof of Lemma 2.2), we see
that lim

𝜆→𝜇+
𝐸𝜆𝑢 exists, and we proved point (ii) of the theorem. Likewise, we obtain the

existence of lim
𝜆→𝜇−

𝐸𝜆𝑢 for any 𝑢 ∈ H , and

We must still argue that this last limit coincides with 𝐸𝜇𝑢. For 𝜆 < 𝜇, set 𝐸Δ ··=
𝐸𝜇 − 𝐸𝜆 ≥ 0. First, we have

𝐸𝜇𝐸Δ = 𝐸2
𝜇 − 𝐸𝜇𝐸𝜆 = 𝐸𝜇 − 𝐸𝜆 = 𝐸Δ

(IdH − 𝐸𝜆)𝐸Δ = 𝐸Δ − 𝐸𝜆𝐸𝜇 + 𝐸2
𝜆 = 𝐸Δ

so we may write (𝑆−𝜇IdH )𝐸Δ = (𝑆−𝜇IdH )𝐸𝜇𝐸Δ and (𝑆−𝜆IdH )𝐸Δ = (𝑆−𝜆IdH ) (IdH−
𝐸𝜆)𝐸Δ. As 𝐸Δ ≥ 0 and as

(𝑆 − 𝜇IdH )𝐸𝜇 ≤ 0, (𝑆 − 𝜆IdH ) (IdH − 𝐸𝜆) ≥ 0

we conclude from Corollary 1.63 that (𝑆 − 𝜇IdH )𝐸Δ ≤ 0 and (𝑆 − 𝜆IdH )𝐸Δ ≥ 0.
Developing these inequalities, we arrive at

𝜆𝐸Δ ≤ 𝑆𝐸Δ ≤ 𝜇𝐸Δ. (3)

Now consider 𝐸Δ0
··= 𝐸𝜇 − 𝐸𝜇− , and note that lim

𝜆→𝜇−
𝐸𝜆𝑢 = 𝐸Δ0𝑢 for all 𝑢 ∈ H . Taking

strong limits in (3), we have

𝜇𝐸Δ0 ≤ 𝑆𝐸Δ0 ≤ 𝜇𝐸Δ0
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whence 𝜇𝐸Δ0 = 𝑆𝐸Δ0. To finish, let 𝑢 ∈ H and 𝑣 ··= 𝐸Δ0𝑢. Then (𝑆 − 𝜇IdH )𝑣 =

(𝑆−𝜇IdH )𝐸Δ0𝑢 = 0, so 𝑆𝑣 = 𝜇𝑣. Lemma 1.71(ii) therefore gives 𝐸+(𝜇)𝑣 = 𝑣, and thus

𝑣 = 𝐸Δ0𝑢 = lim
𝜆→𝜇−

𝐸Δ𝑢 = lim
𝜆→𝜇−

𝐸𝜇𝐸Δ𝑢 = 𝐸𝜇𝐸Δ0𝑢 = (IdH − 𝐸+(𝜇))𝑣 = 0.

We have then 𝐸Δ0 = 0, thus 𝐸𝜇𝑢 = lim
𝜆→𝜇−

𝐸𝜆𝑢 for all 𝑢 ∈ H , and (𝐸𝜆)𝜆∈ℝ is strongly

left-continuous.
We are left to prove point (iv) in the statement. Relations (3) are gonna be useful

here. Consider a sequence of partitions (Π 𝑗)∞𝑗=1, with |Π 𝑗 | −→ 0 as 𝑗 → ∞. We denote

𝑚 = 𝜆 𝑗

0 < 𝜆 𝑗

1 < · · · < 𝜆 𝑗
𝑛 𝑗

= 𝑀 + 𝜀.

Let 𝐸
𝑗

Δ𝑘

··= 𝐸
𝜆

𝑗

𝑘

− 𝐸
𝜆

𝑗

𝑘−1
. By (3), one has 𝜆 𝑗

𝑘−1𝐸Δ 𝑗

𝑘

≤ 𝑆𝐸
Δ 𝑗

𝑘

≤ 𝜆 𝑗

𝑘
𝐸
Δ 𝑗

𝑘

and summing gives
then

𝑛 𝑗∑︁
𝑘=1

𝜆 𝑗

𝑘−1𝐸Δ 𝑗

𝑘

≤ 𝑆

𝑛 𝑗∑︁
𝑘=1

𝐸
Δ 𝑗

𝑘

≤
𝑛 𝑗∑︁
𝑘=1

𝜆 𝑗

𝑘
𝐸
Δ 𝑗

𝑘

.

The first sum is exactly 𝑆Π 𝑗
with chosen points 𝜇 𝑗

𝑘
= 𝜆 𝑗

𝑘−1, while the last one is the
same but with chosen points 𝜇 𝑗

𝑘
= 𝜆 𝑗

𝑘
. The middle sum is telescopic and we are left

with 𝑆IdH = 𝑆. Letting then 𝑗 → ∞, we get∫ 𝑀+𝜀

𝑚

𝜆 d𝐸𝜆 ≤ 𝑆 ≤
∫ 𝑀+𝜀

𝑚

𝜆 d𝐸𝜆

which finishes our proof. □

To prove the uniqueness part of the spectral theorem, we will appeal the next
lemma and exercise.

Lemma 2.5. Let 𝑆 ∈ B(H) be bounded and symmetric, and let (𝐸𝜆)𝜆∈ℝ be a
spectral family, as in Spectral Theorem I. For any 𝑃 ∈ ℝ[𝑋], it holds that

𝑃(𝑆) =
∫ 𝑀+𝜀

𝑚

𝑃(𝜆) d𝐸𝜆.

Proof. It is enough to prove the theorem for monomials 𝑃(𝜆) = 𝜆𝑙, 𝑙 ∈ ℕ. For 𝑙 = 0
there is nothing to prove, and the case 𝑙 = 1 is exactly Spectral theorem 𝐼. We treat
the general case by induction, assuming it holds for some 𝑙 ≥ 0. Fix 0 < 𝜂 < 1. By
the theorem and induction hypothesis, there exists 𝛿 > 0 so that for any partition
Π = (𝜆𝑘)𝑛𝑘=0 with |Π| < 𝛿, we have𝑆 −

𝑛∑︁
𝑘=1

𝜆𝑘𝐸Δ𝑘

 ≤ 𝜂 and
𝑆𝑙 −

𝑛∑︁
𝑘=1

𝜆𝑙
𝑘
𝐸Δ𝑘

 ≤ 𝜂
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where 𝐸Δ𝑘
= 𝐸𝜆𝑘

− 𝐸𝜆𝑘−1. Let us abbreviate 𝑇 =
∑𝑛

𝑘=1 𝜆𝑘𝐸Δ𝑘
and 𝑇 (𝑙) =

∑𝑛
𝑘=1 𝜆

𝑙
𝑘
𝐸Δ𝑘

,
and observe that with this notation, we have

𝑇 (𝑙)𝑇 =

( 𝑛∑︁
𝑘=1

𝜆𝑙
𝑘
𝐸Δ𝑘

) ( 𝑛∑︁
𝑘=1

𝜆𝑘𝐸Δ𝑘

)
=

𝑛∑︁
𝑘=1

𝜆𝑙+1𝐸Δ𝑘

since
𝐸2
Δ𝑘

= (𝐸𝜆𝑘
− 𝐸𝜆𝑘−1)2 = 𝐸2

𝜆𝑘
− 2𝐸𝜆𝑘

𝐸𝜆𝑘−1 + 𝐸2
𝜆𝑘−1

= 𝐸Δ𝑘

using Theorem 1.54, and also 𝐸Δ𝑖
𝐸Δ 𝑗

= 0 for 𝑖 ≠ 𝑗. Now the triangle inequality pro-
vides

∥𝑆𝑙+1 − 𝑇 (𝑙)𝑇 ∥ = ∥(𝑆𝑙+1 + 𝑇 (𝑙)𝑇 − 𝑆𝑙𝑇 − 𝑆𝑇 (𝑙)) + (𝑆𝑙𝑇 − 𝑆𝑙+1) + (𝑆𝑇 (𝑙) − 𝑆𝑙+1)∥
≤ ∥𝑆𝑙+1 + 𝑇 (𝑙)𝑇 − 𝑆𝑙𝑇 − 𝑆𝑇 (𝑙) ∥ + ∥𝑆𝑙𝑇 − 𝑆𝑙+1∥ + ∥𝑆𝑇 (𝑙) − 𝑆𝑙+1∥
= ∥(𝑆𝑙 − 𝑇 (𝑙)) (𝑆 − 𝑇)∥ + ∥𝑆𝑙𝑇 − 𝑆𝑙+1∥ + ∥𝑆𝑇 (𝑙) − 𝑆𝑙+1∥
≤ ∥𝑆𝑙 − 𝑇 (𝑙) ∥ + ∥𝑆𝑙∥∥𝑇 − 𝑆∥ + ∥𝑆∥∥𝑇 (𝑙) − 𝑆𝑙∥
≤ 𝜂2 + ∥𝑆∥𝑙𝜂 + ∥𝑆∥𝜂.

It thus follows from the uniqueness part of Lemma 2.2 that

𝑆𝑙+1 =

∫ 𝑀+𝜀

𝑚

𝜆𝑙+1 d𝐸𝜆

as announced. This concludes the inductive step and the proof. □

Exercise 2.6. Let 𝑆 ∈ B(H) be symmetric, and (𝐸𝜆)𝜆∈ℝ be a corresponding spectral
family. Prove that for any 𝑃 ∈ ℝ[𝑋] and 𝑢, 𝑣 ∈ H , we have

⟨𝑃(𝑆)𝑢, 𝑣⟩ =
∫ 𝑀+𝜀

𝑚

𝑃(𝜆) d⟨𝐸𝜆𝑢, 𝑣⟩

where the right-hand side is the Riemann-Stieltjes integral of 𝑃 with respect to𝜙(𝜆) ··=
⟨𝐸𝜆𝑢, 𝑣⟩.

The above exercise allows us to exploit properties of the Riemann-Stieltjes integral
to establish uniqueness of the spectral family.

Corollary 2.7. Let 𝑆 ∈ B(H) be symmetric.
The spectral family provided by Spectral Theorem I is unique.

Proof. Suppose (𝐸𝜆)𝜆∈ℝ, (𝐹𝜆)𝜆∈ℝ are two spectral families for 𝑆, satisfying (i)-(iv) of
Spectral Theorem I. Fix 𝑢 ∈ H , and consider

𝜙(𝜆) ··= ⟨(𝐸𝜆 − 𝐹𝜆)𝑢, 𝑢⟩, 𝜆 ∈ ℝ.
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By Exercise 1.42, it is enough to show that 𝜙 is identically 0. Since 𝜙(𝑚) = 0, it is
enough to prove that 𝜙 is constant. By a property of the Riemann-Stieltjes integral, it
is enough to prove that ∫ 𝑀+𝜀

𝑚

𝑓 (𝜆) d𝜙(𝜆) = 0

for any continuous function 𝑓 : [𝑚, 𝑀 + 𝜀] −→ ℝ. Let then 𝑓 be such a function. By
the Stone-Weierstrass theorem, there exists a sequence (𝑃𝑛)𝑛∈ℕ of polynomials so that
∥𝑃𝑛 − 𝑓 ∥∞ −→ 0 as 𝑛 → ∞. By another property of the Riemann-Stieltjes integral, it
follows that∫ 𝑀+𝜀

𝑚

𝑓 (𝜆) d𝜙(𝜆) = lim
𝑛→∞

∫ 𝑀+𝜀

𝑚

𝑃𝑛(𝜆) d𝜙(𝜆)

= lim
𝑛→∞

∫ 𝑀+𝜀

𝑚

𝑃𝑛(𝜆) d⟨𝐸𝜆𝑢, 𝑣⟩ − lim
𝑛→∞

∫ 𝑀+𝜀

𝑚

𝑃𝑛(𝜆) d⟨𝐹𝜆𝑢, 𝑣⟩

= lim
𝑛→∞

𝑃𝑛(𝑆) − lim
𝑛→∞

𝑃𝑛(𝑆)

= 0

and the third equality comes from Exercise 2.6, that we may apply since (𝐸𝜆)𝜆∈ℝ and
(𝐹𝜆)𝜆∈ℝ are both spectral families for 𝑆. As explained above, we deduce that 𝐸𝜆 = 𝐹𝜆
for all 𝜆 ∈ ℝ, concluding the proof. □

2.3 Caracterisations of the different parts of the spectrum

We conclude this chapter by discussing the relation between the spectral family of
a symmetric operator 𝑆 and the two components of its spectrum 𝜎𝑝(𝑆),𝜎𝑐(𝑆).

Theorem 2.8. Let 𝑆 ∈ B(H) be a symmetric operator and (𝐸𝜆)𝜆∈ℝ be the cor-
responding spectral family.
Then 𝜆0 ∈ 𝜎𝑝(𝑆) if and only if the map 𝐸 : ℝ −→ B(H) is discontinuous at 𝜆0.
In this case, one has

Ker(𝑆 − 𝜆0IdH ) = Im(𝐸𝜆+
0
− 𝐸𝜆0).

Proof. Clearly the first statement is a consequence of the equality

Ker(𝑆 − 𝜆0IdH ) = Im(𝐸𝜆+
0
− 𝐸𝜆0).

Let 𝜆0 ∈ [𝑚, 𝑀], and first suppose that 𝑢 ∈ Ker(𝑆 −𝜆0IdH ). Then (𝑆 −𝜆0IdH )2𝑢 = 0
and, by Exercise 2.6, we get∫ 𝑏

𝑎

(𝜆 − 𝜆0)2 d⟨𝐸𝜆𝑢, 𝑢⟩ = ⟨(𝑆 − 𝜆0IdH )2𝑢, 𝑢⟩ = 0
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for any 𝑎 < 𝑚 and 𝑏 > 𝑀. Hence, the integral of 𝜆 ↦−→ (𝜆 − 𝜆0)2 must be 0 on any
subinterval of positive length. Let then 𝜀 > 0, so that

0 =

∫ 𝜆0−𝜀

𝑎

(𝜆 − 𝜆0)2 d⟨𝐸𝜆𝑢, 𝑢⟩ ≥ 𝜀2
∫ 𝜆0−𝜀

𝑎

d⟨𝐸𝜆𝑢, 𝑢⟩ = 𝜀2⟨𝐸𝜆0−𝜀𝑢, 𝑢⟩

and likewise

0 =

∫ 𝑏

𝜆0+𝜀
(𝜆 − 𝜆0)2 d⟨𝐸𝜆𝑢, 𝑢⟩ ≥ 𝜀2⟨(IdH − 𝐸𝜆0+𝜀)𝑢, 𝑢⟩.

It follows that
⟨𝐸𝜆0−𝜀𝑢, 𝑢⟩ = 0 = ⟨𝑢, 𝑢⟩ − ⟨𝐸𝜆0+𝜀𝑢, 𝑢⟩

and thus 𝐸𝜆0−𝜀𝑢 = 0 = 𝑢−𝐸𝜆0+𝜀𝑢, using that 𝐸𝜆0−𝜀, 𝐸𝜆0+𝜀 are projections. We conclude
that

𝑢 = (𝐸𝜆0+𝜀 − 𝐸𝜆0−𝜀)𝑢
for all 𝜀 > 0, and letting 𝜀 → 0 now provides 𝑢 = (𝐸𝜆+

0
−𝐸𝜆0)𝑢 since the map 𝜆 ↦−→ 𝐸𝜆

is strongly left-continuous. Thus 𝑢 ∈ Im(𝐸𝜆+
0
− 𝐸𝜆0) as claimed.

Conversely, let 𝑛 ≥ 1, and use inequalities (3) from the proof of the spectral theorem
to get

𝜆0(𝐸𝜆0+ 1
𝑛
− 𝐸𝜆0) ≤ 𝑆(𝐸𝜆0+ 1

𝑛
− 𝐸𝜆0) ≤ (𝜆0 +

1
𝑛
) (𝐸𝜆0+ 1

𝑛
− 𝐸𝜆0).

Letting 𝑛 → ∞ provides 𝜆0(𝐸𝜆+
0
− 𝐸𝜆0) ≤ 𝑆(𝐸𝜆+

0
− 𝐸𝜆0) ≤ 𝜆0(𝐸𝜆+

0
− 𝐸𝜆0), whence

𝑆(𝐸𝜆+
0
− 𝐸𝜆0) = 𝜆0(𝐸𝜆+

0
− 𝐸𝜆0).

It follows that (𝑆 − 𝜆0IdH ) (𝐸𝜆+
0
− 𝐸𝜆0) = 0, which means that

Im(𝐸𝜆+
0
− 𝐸𝜆0) ⊂ Ker(𝑆 − 𝜆0IdH ).

The proof is now complete. □

The next result provides a remarkable description of the resolvent set in terms of
the spectral family.

Theorem 2.9. Let 𝑆 ∈ B(H) be a symmetric operator and (𝐸𝜆)𝜆∈ℝ be the cor-
responding spectral family.
Then 𝜆0 ∈ 𝜌(𝑆) if and only if there exists 𝜀 > 0 so that the map 𝐸 : ℝ −→ B(H)
is constant on [𝜆0 − 𝜀,𝜆0 + 𝜀].

The next corollary is then a direct consequence of the previous results.
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Corollary 2.10. Let 𝑆 ∈ B(H) be a symmetric operator and (𝐸𝜆)𝜆∈ℝ be the
corresponding spectral family.
Then 𝜆0 ∈ 𝜎𝑐(𝑆) if and only if 𝐸 : ℝ −→ B(H) is continuous but not locally
constant at 𝜆0.
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3. The spectral theorem for self-adjoint operators

The goal of this third chapter is to extend the spectral theorem seen in chapter 2
to not necessarily bounded operators.

3.1 Unbounded linear operators

As from the beginning, H denotes a complex Hilbert space.

Definition 3.1. A linear operator is a linear map 𝑇 : D𝑇 −→ H , where D𝑇 is a
subspace of H .

As usual, if 𝑇 is a linear operator, we define its range and its kernel by

Im(𝑇) ··= {𝑇𝑢 : 𝑢 ∈ D𝑇}, Ker(𝑇) ··= {𝑢 ∈ D𝑇 : 𝑇𝑢 = 0}.

For two operators 𝑇 : D𝑇 −→ H , 𝑇′ : D𝑇 ′ −→ H , we say that 𝑇′ is an extension of
𝑇, and we denote 𝑇 ⊂ 𝑇′, if D𝑇 ⊂ D𝑇 ′ and 𝑇′𝑢 = 𝑇𝑢 for any 𝑢 ∈ D𝑇 .

Exercise 3.2. Check that ⊂ is a partial order on the set of operators on H .

Our first proposition says that that we can always define a bounded operator on a
closed subspace of H .

Proposition 3.3. If 𝑇 : D𝑇 −→ H is bounded on D𝑇 , then there exists a unique
bounded extension of 𝑇 to D𝑇 .

Proof. Let 𝑢 ∈ D𝑇 and pick a sequence (𝑢𝑛)𝑛∈ℕ converging to 𝑢. As 𝑇 is bounded on
D𝑇 , we have

∥𝑇𝑢𝑛 − 𝑇𝑢𝑚∥ ≤ ∥𝑇 ∥∥𝑢𝑛 − 𝑢𝑚∥
for all 𝑛, 𝑚 ∈ ℕ, and as (𝑢𝑛)𝑛∈ℕ is Cauchy (because it is a convergent sequence),
(𝑇𝑢𝑛)𝑛∈ℕ is also Cauchy. By completeness of H , it converges, and we denote 𝑇𝑢 its
limit. This defines a linear operator on D𝑇 , and letting 𝑛 → ∞ in the inequality
∥𝑇𝑢𝑛∥ ≤ 𝐶∥𝑢𝑛∥ proves that this linear operator is still bounded on D𝑇 . This finishes
the proof. □

Definition 3.4. An operator 𝑇 : D𝑇 −→ H is called densely defined if D𝑇 = H .

It follows from Proposition 3.3 that a densely defined bounded operator can be
uniquely extended to a bounded operator on the whole space H .
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As in the bounded case, the graph of an operator 𝑇 : D𝑇 −→ H is

𝐺𝑇 ··= {(𝑢,𝑇𝑢) : 𝑢 ∈ D𝑇} ⊂ H ×H

where H ×H has the structure of a Hilbert space with the inner product

⟨(𝑢, 𝑣), (𝑢′, 𝑣′)⟩H×H ··= ⟨𝑢, 𝑢′⟩ + ⟨𝑣, 𝑣′⟩, 𝑢, 𝑢′, 𝑣, 𝑣′ ∈ H .

Moreover, 𝑇 is closed if its graph is closed in H ×H . Lastly, it is easy to check that

𝑇 ⊂ 𝑇′ ⇐⇒ 𝐺𝑇 ⊂ 𝐺𝑇 ′ .

Definition 3.5. Let 𝑇 : D𝑇 −→ H .
The resolvent set of 𝑇, denoted 𝜌(𝑇), is the set of 𝜆 ∈ ℂ so that 𝑇 − 𝜆IdH is a
bijection from D𝑇 to H with bounded inverse. Its spectrum is 𝜎(𝑇) ··= ℂ \ 𝜌(𝑇).

Again, as for the bounded case the spectrum of an operator splits into three parts,
the point spectrum, the continuous spectrum and the residual spectrum.

One aspect which is different from the bounded case is the operations we may re-
alize on operators. Let 𝑇1 : D𝑇1 −→ H , 𝑇2 : D𝑇2 −→ H be two operators, and 𝜆 ∈ ℂ.
Then

(i) 𝜆𝑇1 is defined as (𝜆𝑇1) (𝑢) ··= 𝜆𝑇1𝑢, for all 𝑢 ∈ D𝑇1.

(ii) 𝑇1 + 𝑇2 is defined on D𝑇1 as (𝑇1 + 𝑇2) (𝑢) ··= 𝑇1𝑢 + 𝑇2𝑢.

(iii) 𝑇1𝑇2 is defined on 𝐷𝑇1𝑇2
··= {𝑢 ∈ D𝑇2 : 𝑇2𝑢 ∈ D𝑇1} as (𝑇1𝑇2) (𝑢) ··= 𝑇1(𝑇2𝑢).

If 𝑇 : D𝑇 −→ H is injective, it has an inverse 𝑇−1 : D𝑇−1 −→ H , and clearly D𝑇−1 =

Im(𝑇), Im(𝑇) ··= D𝑇 . One has then 𝑇−1𝑇 ⊂ IdH and 𝑇𝑇−1 ⊂ IdH (check!).

3.2 The adjoint operator

If 𝑇 : D𝑇 −→ H is not bounded, we cannot apply Riesz representation theorem as
we did in Chapter 1 to define the adjoint of 𝑇 everywhere. We must restrict ourselves
to a subspace of H .

More precisely, fix 𝑇 : D𝑇 −→ H a densely defined operator, and consider

D𝑇∗ ··= {𝑣 ∈ H : 𝑢 ↦−→ ⟨𝑇𝑢, 𝑣⟩ is bounded on D𝑇}.

It is a subspace of H . For 𝑣 ∈ D𝑇∗, 𝑢 ↦−→ ⟨𝑇𝑢, 𝑣⟩ can be uniquely extended to a
bounded linear functional on H . By Riesz representation theorem, there is a unique
𝑣∗ ∈ H so that ⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢, 𝑣∗⟩ for all 𝑢 ∈ D𝑇 . We let 𝑇∗𝑣 ··= 𝑣∗, and thus

⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇∗𝑣⟩, 𝑢 ∈ D𝑇 , 𝑣 ∈ D𝑇∗ .

42



Spectral theory 3.2 The adjoint operator

Now we prove that 𝑇∗ is linear. Let 𝑣1, 𝑣2 ∈ D𝑇∗ and 𝜆1,𝜆2 ∈ ℂ. We have

⟨𝑇𝑢,𝜆1𝑣1 + 𝜆2𝑣2⟩ = 𝜆1⟨𝑇𝑢, 𝑣1⟩ + 𝜆2⟨𝑇𝑢, 𝑣2⟩
= 𝜆1⟨𝑢,𝑇∗𝑣1⟩ + 𝜆2⟨𝑢,𝑇∗𝑣2⟩
= ⟨𝑢,𝜆1𝑇

∗𝑣1 + 𝜆2𝑇
∗𝑣2⟩

for any 𝑢 ∈ D𝑇 . As 𝑇∗(𝜆1𝑣1 + 𝜆2𝑣2) is the unique element of H , so that

⟨𝑇𝑢,𝜆1𝑣1 + 𝜆2𝑣2⟩ = ⟨𝑢,𝑇∗(𝜆1𝑣1 + 𝜆2𝑣2)⟩

for all 𝑢 ∈ D𝑇 , this forces 𝑇∗(𝜆1𝑣1 + 𝜆2𝑣2) = 𝜆1𝑇
∗𝑣1 + 𝜆2𝑇

∗𝑣2. Hence 𝑇∗ is linear.

Remark 3.6. Note that if D ⊂ H is dense, then 𝑤 = 0 if and only if ⟨𝑤, 𝑢⟩ = 0 for all
𝑢 ∈ D. Indeed, if 𝑤 = 0 then clearly ⟨𝑤, 𝑢⟩ = 0 for any 𝑢 ∈ D, and conversely, if this
condition holds, take a sequence (𝑤𝑛) ⊂ D converging to 𝑤 to compute

∥𝑤∥2 = ⟨𝑤, 𝑤⟩ = lim
𝑛→∞

⟨𝑤, 𝑤𝑛⟩ = 0

whence 𝑤 = 0.

Lemma 3.7. If 𝑇 is densely defined, then Ker(𝑇∗) = Im(𝑇)⊥.

Proof. We have the equivalences

𝑣 ∈ Ker(𝑇∗) ⇐⇒ 𝑇∗𝑣 = 0
⇐⇒ ∀𝑢 ∈ D𝑇 , ⟨𝑢,𝑇∗𝑣⟩ = 0
⇐⇒ ∀𝑢 ∈ D𝑇 , ⟨𝑇𝑢, 𝑣⟩ = 0
⇐⇒ 𝑣 ∈ Im(𝑇)⊥

using Remark 3.6 for the second equivalence, that we may apply since D𝑇 is dense in
H . This proves the claim. □

The following proposition gives a fundamental property of the adjoint.

Proposition 3.8. If 𝑇 is densely defined, then 𝑇∗ is closed.

Proof. Let (𝑢𝑛, 𝑇
∗𝑢𝑛) ⊂ 𝐺𝑇∗, and assume that this sequence converges to (𝑢, 𝑣) ∈

H ×H . This implies that 𝑢𝑛 converges to 𝑢 in H and 𝑇∗𝑢𝑛 converges to 𝑣 in H . Now
we have

⟨𝑇𝑤, 𝑢⟩ = lim
𝑛→∞

⟨𝑇𝑤, 𝑢𝑛⟩ = lim
𝑛→∞

⟨𝑤,𝑇∗𝑢𝑛⟩ = ⟨𝑤, 𝑣⟩
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for all 𝑤 ∈ 𝐷𝑇 , so the linear functional 𝑤 ↦−→ ⟨𝑇𝑤, 𝑢⟩ is continuous on 𝐷𝑇 . This
implies that 𝑢 ∈ D𝑇∗, and since

⟨𝑤,𝑇∗𝑢⟩ = ⟨𝑇𝑤, 𝑢⟩ = ⟨𝑤, 𝑣⟩

it follows that ⟨𝑤,𝑇∗𝑢 − 𝑣⟩ = 0 for all 𝑤 ∈ D𝑇 . As D𝑇 is dense in H , we have 𝑇∗𝑢 = 𝑣

by Remark 3.6. Hence 𝐺𝑇∗ is closed in H ×H , which means that 𝑇∗ is closed. □

Here is two exercises to manipulate these definitions.

Exercise 3.9. Let 𝜙 ∈ 𝐿∞(ℝ) and consider the multiplication operator 𝑇 : 𝐿2(ℝ) −→
𝐿2(ℝ) defined as (𝑇𝑢) (𝑥) ··= 𝜙(𝑥)𝑢(𝑥), 𝑥 ∈ ℝ. Show that 𝑇 is bounded and compute
its norm. Find 𝑇∗, and determine under which condition 𝑇 is symmetric.

Now, suppose that lim
𝑥→+∞

|𝜙(𝑥) | = +∞. Show that 𝑇 is unbounded, and find its
domain. Find 𝑇∗.

Exercise 3.10. Show that if 𝑇−1, 𝑇∗ and (𝑇−1)∗ exist, then (𝑇∗)−1 also exists and
(𝑇∗)−1 = (𝑇−1)∗.

3.3 Operator graphs

We define two operators 𝑈,𝑉 : H ⊕ H −→ H ⊕ H by setting

𝑈 (𝑢, 𝑣) ··= (𝑣, 𝑢), 𝑉 (𝑢, 𝑣) ··= (𝑣,−𝑢)

for any (𝑢, 𝑣) ∈ H ⊕ H . These operators have nice properties.

Exercise 3.11. Show that 𝑈,𝑉 are both bounded, unitary and satisfy 𝑈2 = IdH⊕H =

−𝑉2. Show that 𝑈 preserves the inner product on H ⊕ H , and that for any subspace
𝑋 ⊂ H ⊕ H , we have 𝑉 (𝑋⊥) = 𝑉 (𝑋)⊥.

The next lemma is fundamental.

Lemma 3.12. Let 𝑇 : 𝐷𝑇 −→ H be densely defined. Then 𝐺𝑇∗ = (𝑉 (𝐺𝑇))⊥, or
equivalently (𝐺𝑇∗)⊥ = 𝑉 (𝐺𝑇).

Proof. First, note that 𝑇∗ is well-defined as 𝑇 is densely defined. For all 𝑢 ∈ 𝐷𝑇 ,
𝑣 ∈ 𝐷𝑇∗, we have ⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇∗𝑣⟩, which can be written as

⟨𝑇𝑢, 𝑣⟩ − ⟨𝑢,𝑇∗𝑣⟩ = 0 ⇐⇒ ⟨(𝑣, 𝑇∗𝑣), (𝑇𝑢,−𝑢)⟩H⊕H = 0
⇐⇒ ⟨(𝑣, 𝑇∗𝑣), 𝑉 (𝑢,𝑇𝑢)⟩ = 0.

This already shows that 𝐺𝑇∗ is orthogonal to𝑉 (𝐺𝑇). Now we show both inclusions. Let
(𝑤,𝑇∗𝑤) ∈ 𝐺𝑇∗. Pick (𝑢, 𝑣) ∈ 𝐺𝑇 and a sequence (𝑢𝑛, 𝑣𝑛) ⊂ 𝐺𝑇 so that (𝑢𝑛, 𝑣𝑛) −→
(𝑢, 𝑣). Then we have

⟨(𝑤,𝑇∗𝑤), 𝑉 (𝑢, 𝑣)⟩ = lim
𝑛→∞

⟨(𝑤,𝑇∗𝑤), 𝑉 (𝑢𝑛, 𝑣𝑛)⟩ = 0
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by the continuity of the inner product and the fact that 𝑉 (𝐺𝑇) is orthogonal to the
graph of 𝑇∗. This proves that 𝐺𝑇∗ ⊂ (𝑉 (𝐺𝑇))⊥.

Conversely, fix (𝑢, 𝑣) ∈ (𝑉 (𝐺𝑇))⊥. For all 𝑤 ∈ 𝐷𝑇 , we have

0 = ⟨𝑉 (𝑤,𝑇𝑤), (𝑢, 𝑣)⟩ = ⟨(𝑇𝑤,−𝑤), (𝑢, 𝑣)⟩ = ⟨𝑇𝑤, 𝑢⟩ − ⟨𝑤, 𝑣⟩

so the linear functional 𝑤 ↦−→ ⟨𝑇𝑤, 𝑢⟩ equals the linear functional 𝑤 ↦−→ ⟨𝑤, 𝑣⟩, which
is clearly bounded. We deduce 𝑢 ∈ 𝐷𝑇∗, and that

⟨𝑤, 𝑣⟩ = ⟨𝑇𝑤, 𝑢⟩ = ⟨𝑤,𝑇∗𝑢⟩

for all 𝑤 ∈ 𝐷𝑇 . Hence ⟨𝑤, 𝑣 − 𝑇∗𝑣⟩ = 0 for all 𝑤 ∈ 𝐷𝑇 . As 𝐷𝑇 ⊂ H is dense, Remark
3.6 ensures that 𝑣 − 𝑇∗𝑢 = 0, whence 𝑣 = 𝑇∗𝑢. Thus (𝑢, 𝑣) = (𝑢,𝑇∗𝑢) ∈ 𝐺𝑇∗, and the
inclusion

(𝑉 (𝐺𝑇))⊥ ⊂ 𝐺𝑇∗

is established, as well as the equality 𝐺𝑇∗ = (𝑉 (𝐺𝑇))⊥. Taking orthogonal of both
sides and using Exercise 1.38, we see that

𝐺⊥
𝑇∗ = 𝑉 (𝐺𝑇).

Lastly, observing that 𝑉 is a continuous linear bijection between two Banach spaces,
𝑉 is open, and hence also closed (as it is a bijection). We conclude that 𝑉 (𝐺𝑇) is closed
in H ⊕ H , whence 𝐺𝑇∗ = 𝑉 (𝐺𝑇). □

We use this result to prove that in the unbounded case, under suitable assumptions,
the correspondance 𝑇 ↦−→ 𝑇∗ is an involution, as in the bounded case.

Theorem 3.13. Let 𝑇 : 𝐷𝑇 −→ H be densely defined and closed. Then 𝐷𝑇∗ is
dense and 𝑇∗∗ ··= (𝑇∗)∗ equals 𝑇.

Proof. To prove 𝐷𝑇∗ = H , we show equivalently that its orthogonal is {0}. Let then
ℎ ∈ (𝐷𝑇∗)⊥. As 𝑇 is closed, 𝐺𝑇 is closed, whence

𝐺𝑇 = 𝐺𝑇

= 𝑉2(𝐺𝑇)
= 𝑉 (𝑉 (𝐺𝑇))
= 𝑉 ((𝐺𝑇∗)⊥)
= 𝑉 (𝐺𝑇∗)⊥

using 𝑉2 = −IdH⊕H for the second equality, Lemma 3.12 for the fourth equality, and
Exercise 3.11 for the last one. Now, using once again Exercise 1.38 and the closedness
of 𝑉 , we get

(𝐺𝑇)⊥ = (𝑉 (𝐺𝑇∗)⊥)⊥ = 𝑉 (𝐺𝑇∗) = 𝑉 (𝐺𝑇∗).
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Here we used that 𝐺𝑇∗ is closed in H ⊕ H , which is guaranteed by Proposition 3.8.
Thus by the orthogonal decomposition theorem, which we may apply since 𝐺𝑇 is closed,
it follows that

H ⊕ H = 𝐺𝑇 ⊕ (𝐺𝑇)⊥ = 𝐺𝑇 ⊕ 𝑉 (𝐺𝑇∗).
Using this decomposition for (0, ℎ) ∈ H ⊕H , we deduce there exists 𝑢ℎ ∈ 𝐷𝑇 , 𝑣ℎ ∈ 𝐷𝑇∗

so that
(0, ℎ) = (𝑢ℎ, 𝑇𝑢ℎ) + (𝑇∗𝑣ℎ,−𝑣ℎ)

whence 𝑢ℎ +𝑇∗𝑣ℎ = 0 and ℎ = 𝑇𝑢ℎ − 𝑣ℎ. As ℎ ∈ (𝐷𝑇∗)⊥ ⊂ (𝐷𝑇∗)⊥, we have ⟨ℎ, 𝑣ℎ⟩ = 0,
which leads to

0 = ⟨𝑇𝑢ℎ − 𝑣ℎ, 𝑣ℎ⟩ = ⟨𝑇𝑢ℎ, 𝑣ℎ⟩ − ∥𝑣ℎ∥2 = ⟨𝑢ℎ, 𝑇
∗𝑣ℎ⟩ − ∥𝑣ℎ∥2 = −⟨𝑇∗𝑣ℎ, 𝑇

∗𝑣ℎ⟩ − ∥𝑣ℎ∥2.

We conclude that ∥𝑇∗𝑣ℎ∥2 = ∥𝑣ℎ∥2 = 0, so 𝑣ℎ = 𝑇∗𝑣ℎ = 0, and thus 𝑢ℎ = 0 as well.
Hence ℎ = 0, as announced, and 𝐷𝑇∗ is dense in H . This ensures that 𝑇∗∗ is well-
defined, and using once again Lemma 3.12, one gets

𝐺𝑇∗∗ = (𝑉 (𝐺𝑇∗))⊥ = (𝑉 (𝐺𝑇∗))⊥ = 𝑉 (𝐺⊥
𝑇∗) = 𝑉 (𝑉 (𝐺𝑇)) = 𝐺𝑇 = 𝐺𝑇

using the closedness of both 𝐺𝑇 and 𝐺𝑇∗ (as 𝑇 and 𝑇∗ are closed), the fact that 𝑉

commutes with orthogonal, and that 𝑉2 = −IdH⊕H . As two operators are equal if and
only their graphs are equal, we just proved that 𝑇∗∗ = 𝑇. □

The following theorem will also be important throughout the rest of the course.

Theorem 3.14. Let 𝑇 be closed and densely defined. Then

𝐵 ··= (IdH + 𝑇∗𝑇)−1, 𝐶 ··= 𝑇 (IdH + 𝑇𝑇∗)−1

are well-defined and bounded linear operators on H , with ∥𝐵∥, ∥𝐶∥ ≤ 1. Fur-
thermore, 𝐵 is positive.

Proof. From Theorem 3.13 and its proof, we have 𝑇∗∗ = 𝑇 and the splitting

H ⊕ H = 𝐺𝑇 ⊕ 𝑉 (𝐺𝑇∗).

We use this splitting to define two operators 𝐵 and 𝐶, and we will show they must
coincide with the ones given in the statement. For any ℎ ∈ H , according to the above
decomposition, we find 𝑢ℎ ∈ 𝐷𝑇 and 𝑣ℎ ∈ 𝐷𝑇∗ so that

(ℎ, 0) = (𝑢ℎ, 𝑇𝑢ℎ) + (𝑇∗𝑣ℎ,−𝑣ℎ).

Define then 𝐵ℎ ··= 𝑢ℎ, 𝐶ℎ ··= 𝑣ℎ. Then both 𝐵 and 𝐶 are well-defined (because 𝑢ℎ, 𝑣ℎ
are unique) and linear, and {

ℎ = 𝐵ℎ + 𝑇∗𝐶ℎ

0 = 𝑇𝐵ℎ − 𝐶ℎ
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for all ℎ ∈ H . This implies that 𝐵 + 𝑇∗𝐶 = IdH and 𝐶 = 𝑇𝐵. Hence

IdH = 𝐵 + 𝑇∗𝐶 = 𝐵 + 𝑇∗𝑇𝐵 = (IdH + 𝑇∗𝑇)𝐵.

This identity in particular provides Im(IdH + 𝑇∗𝑇) = H . Furthermore, for any 𝑢 ∈
𝐷𝑇∗𝑇 , it holds that

⟨(IdH + 𝑇∗𝑇)𝑢, 𝑢⟩ = ⟨𝑢, 𝑢⟩ + ⟨𝑇∗𝑇𝑢, 𝑢⟩ ≥ ∥𝑢∥2

and thus IdH +𝑇∗𝑇 is injective. We conclude it is invertible, with inverse 𝐵. Addition-
ally, since (𝑢ℎ, 𝑇𝑢ℎ) and (𝑇∗𝑣ℎ,−𝑣ℎ) are orthogonal in H ⊕ H , it follows that

∥ℎ∥2 = ∥(ℎ, 0)∥2

= ∥𝑢ℎ∥2 + ∥𝑇𝑢ℎ∥2 + ∥𝑇∗𝑣ℎ∥2 + ∥𝑣ℎ∥2

≥ ∥𝐵ℎ∥2 + ∥𝐶ℎ∥2

so ∥𝐵∥, ∥𝐶∥ ≤ 1. To finish, we also have

⟨𝐵𝑢, 𝑢⟩ = ⟨𝐵𝑢, (IdH + 𝑇∗𝑇)𝐵𝑢⟩ = ∥𝐵𝑢∥2 + ∥𝑇𝐵𝑢∥2 ≥ 0

for all 𝑢 ∈ H . Hence 𝐵 is positive, and the proof is over. □

A useful corollary of this result will be stated in the next section.

3.4 Symmetric and self-adjoint operators

Definition 3.15. A densely defined operator 𝑇 : 𝐷𝑇 −→ H is called symmetric
if 𝑇 ⊂ 𝑇∗, i.e. if 𝐷𝑇 ⊂ 𝐷𝑇∗ and 𝑇∗𝑢 = 𝑇𝑢 for all 𝑢 ∈ 𝐷𝑇 .

Here the condition we check in practice to prove a given operator is symmetric.

Lemma 3.16. 𝑇 : 𝐷𝑇 −→ H is symmetric if and only if 𝐷𝑇 = H and

⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇𝑣⟩

for all 𝑢, 𝑣 ∈ 𝐷𝑇 .

Proof. Suppose first that 𝑇 is symmetric. Then 𝐷𝑇 is dense by definition. Moreover,
for any 𝑢, 𝑣 ∈ 𝐷𝑇 , we have

⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇∗𝑣⟩ = ⟨𝑢,𝑇𝑣⟩

because 𝑇∗ equals 𝑇 on 𝐷𝑇 .
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Conversely, suppose𝑇 is densely defined and that ⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇𝑣⟩ whenever 𝑢, 𝑣 ∈
𝐷𝑇 . We must show the two conditions in Definition 3.15. First, fix 𝑣 ∈ 𝐷𝑇 . The linear
functional 𝑢 ↦−→ ⟨𝑇𝑢, 𝑣⟩ equals the linear functional 𝑢 ↦−→ ⟨𝑢,𝑇𝑣⟩ by assumption, and
this functional is clearly bounded. Hence 𝑣 ∈ 𝐷𝑇∗, and the first condition is fulfilled.
For the second, we just notice that if 𝑣 ∈ 𝐷𝑇 , then

⟨𝑢,𝑇𝑣⟩ = ⟨𝑇𝑢, 𝑣⟩ = ⟨𝑢,𝑇∗𝑣⟩
for all 𝑢 ∈ 𝐷𝑇 , whence ⟨𝑢,𝑇𝑣 − 𝑇∗𝑣⟩ = 0 for all 𝑢 ∈ 𝐷𝑇 . As 𝐷𝑇 ⊂ H is dense, Remark
3.6 gives that 𝑇𝑣 = 𝑇∗𝑣, and this holds for any 𝑣 ∈ 𝐷𝑇 . Thus 𝑇 is symmetric, and this
concludes the proof. □

Definition 3.17. 𝑇 : 𝐷𝑇 −→ H is closable if 𝐺𝑇 is the graph of an operator. In
this case, this operator is the closure of 𝑇 and is denoted 𝑇.

We immediately note that symmetric operators are closable.

Remark 3.18. Suppose that 𝑇 is symmetric. Then H = 𝐷𝑇 ⊂ 𝐷𝑇∗, so 𝐷𝑇∗ is dense in
H , and 𝑇∗∗ is well-defined. Furthermore, by Lemma 3.12 we have

𝐺𝑇∗∗ = (𝑉 (𝐺𝑇∗))⊥ = 𝑉 (𝐺⊥
𝑇∗) = 𝑉2(𝐺𝑇) = 𝐺𝑇

whence 𝑇 is closable, and 𝑇 = 𝑇∗∗. This shows that 𝑇∗∗ is an extension of 𝑇. Addition-
ally, this extension is symmetric, as

𝑇 ⊂ 𝑇∗ =⇒ 𝑇∗∗ ⊂ 𝑇∗ = (𝑇∗)∗∗ = (𝑇∗∗)∗.
Here the first equality is Theorem 3.13. Hence, for 𝑇 symmetric, 𝑇∗∗ is a closed sym-
metric extension of 𝑇.
Exercise 3.19. Let 𝑇 : 𝐷𝑇 −→ H be densely defined.
(i) Show that 𝑇 is closable if and only if 𝑇∗ is densely defined, and that in this case
𝑇 = 𝑇∗∗.
(ii) Show that if 𝑇 is densely defined and closable, then (𝑇)∗ = 𝑇∗.

We can now properly introduce self-adjoint operators.

Definition 3.20. 𝑇 : 𝐷𝑇 −→ H is self-adjoint if 𝐷𝑇 is dense in H and if 𝑇 = 𝑇∗.

Note that if 𝑇 is self-adjoint, then it is closed and symmetric.
Remark 3.21. By Remark 3.18, a symmetric operator always has a closed symmetric
extension. However, a symmetric operator (even closed) may have no self-adjoint ex-
tensions. Such operators are called maximal symmetric. Observe that any self-adjoint
operator 𝑇 is maximal symmetric. Indeed, if 𝑇 ⊂ 𝑆 with 𝑆 symmetric, then

𝑆 ⊂ 𝑆∗ ⊂ 𝑇∗ = 𝑇

whence 𝑆 = 𝑇.
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Additionally, a symmetric operator 𝑇 is called essentially self-adjoint if its closure
𝑇 (which exists by Exercise 3.19(i)) is self-adjoint.

Here is a nice characterization of essentially self-adjoint operators. However, we
omit the proof here.

Theorem 3.22. A symmetric operator 𝑇 : 𝐷𝑇 −→ H is essentially self-adjoint if
and only if Im(𝑇 + 𝑖IdH ), Im(𝑇 − 𝑖IdH ) are dense in H .

We conclude this section with the following corollary of Theorem 3.14.

Corollary 3.23. Let 𝐴 be self-adjoint. Then the operators 𝐵 = (𝐼 + 𝐴2)−1 and
𝐶 = 𝐴𝐵 have the following properties:

(i) 𝐵(D𝐴) = D𝐴3.

(ii) 𝐵𝐴 ⊂ 𝐴𝐵.

(iii) 𝐵𝐶 = 𝐶𝐵.

(iv) Any 𝑇 ∈ B(H) with 𝐴𝑇 ⊂ 𝑇𝐴 satisfies 𝑇𝐵 = 𝐵𝑇.

Proof. (i) Let 𝑢 ∈ D𝐴. As (IdH + 𝐴2)𝐵 = IdH and D𝐴−𝐶 = D𝐴, we have
(𝐴 − 𝐶)𝑢 = 𝐴𝑢 − 𝐴𝐵𝑢 = 𝐴(IdH − 𝐵)𝑢 = 𝐴3𝐵𝑢

and thus 𝐵𝑢 ∈ D𝐴3. Conversely, if 𝑣 ∈ D𝐴3 , then 𝑣 ∈ D𝐴2 = D𝐵−1 and
𝑢 = 𝐵−1𝑣 = (IdH + 𝐴2)𝑣 ∈ D𝐴.

Thus 𝑣 ∈ 𝐵(D𝐴), and (i) is settled.
(ii) Let 𝑢 ∈ D𝐴. By (i), 𝐵𝑢 ∈ D𝐴3 and

𝐴𝐵𝑢 = 𝐵(IdH + 𝐴2)𝐴𝐵𝑢 = 𝐵𝐴(IdH + 𝐴2)𝐵𝑢 = 𝐵𝐴𝑢

whence 𝐵𝐴 ⊂ 𝐴𝐵.
(iii) This follows directly from (ii) since

𝐵𝐶 = 𝐵(𝐴𝐵) ⊂ (𝐴𝐵)𝐵 = 𝐶𝐵

and as 𝐵,𝐶 are defined everywhere, we conclude 𝐵𝐶 = 𝐶𝐵.
(iv) Lastly, let 𝑇 ∈ B(H) with 𝐴𝑇 ⊂ 𝑇𝐴. Then also

𝐴2𝑇 = 𝐴(𝐴𝑇) ⊂ 𝐴(𝑇𝐴) = (𝐴𝑇)𝐴 ⊂ (𝑇𝐴)𝐴 = 𝑇𝐴2

and thus also 𝐵−1𝑇 ⊂ 𝑇𝐵−1. Let now 𝑢 ∈ D𝐴 be arbitrary. Then
𝑇𝐵𝑢 = 𝐵𝐵−1𝑇𝐵𝑢 = 𝐵𝑇𝐵−1𝐵𝑢 = 𝐵𝑇𝑢.

Since 𝑇𝐵 and 𝐵𝑇 are bounded (i.e. continuous) and agree on the dense subset D𝐴, we
conclude that in fact 𝑇𝐵 = 𝐵𝑇, as claimed. □
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Exercise 3.24. Let H = 𝐿2(ℝ), and 𝐻 : D𝐻 −→ H , D𝐻 ··= 𝐶∞
0 (ℝ), 𝐻 ··= − d2

d𝑥2 .
(i) Prove that 𝐻 is symmetric.
(ii) Prove that 𝐻∗ = − d2

d𝑥2 on the domain

D𝐻∗ = {𝑣 ∈ H : 𝑣 ∈ 𝐶1(ℝ), 𝑣′ ∈ 𝐴𝐶[𝑎, 𝑏] for any −∞ < 𝑎 < 𝑏 < +∞, 𝑣′′ ∈ 𝐿2(ℝ)}.

Hint: To prove the inclusion of D𝐻∗ into the right-hand side, think to Du-Bois Rey-
mond’s lemma.
(iii) Is 𝐻 self-adjoint? essentially self-adjoint?

3.5 Integration with respect to a spectral family

The goal of this subsection is to extend the definition of spectral families to un-
bounded self-adjoint operators. We then define integration with respect to such spec-
tral families for a wide class of functions, using the Lebesgue-Stieltjes integral.

Definition 3.25. A spectral family is a mapping 𝐸 : ℝ −→ B(H), denoted
(𝐸𝜆)𝜆∈ℝ, so that

(i) 𝐸𝜆 is a projection for all 𝜆 ∈ ℝ.

(ii) If 𝜆 < 𝜇, then 𝐸𝜆 ≤ 𝐸𝜇.

(iii) 𝐸 is strongly left-continuous, i.e.

∀𝑢 ∈ H ,∀𝜇 ∈ ℝ, lim
𝜆→𝜇−

𝐸𝜆𝑢 = 𝐸𝜇𝑢.

(iv) For all 𝑢 ∈ H , lim
𝜆→−∞

𝐸𝜆𝑢 = 0 and lim
𝜆→∞

𝐸𝜆𝑢 = 𝑢.

The next lemma follows immediately from our proof of the spectral theorem for
bounded operators.

Lemma 3.26. Let (𝐸𝜆)𝜆∈ℝ be a family satisfying (i) and (ii) of the above defini-
tion. Then, for all 𝜇 ∈ ℝ, there exists two projections 𝐸𝜇+, 𝐸𝜇− so that

lim
𝜆→𝜇+

𝐸𝜆𝑢 = 𝐸𝜇+𝑢, lim
𝜆→𝜇−

𝐸𝜆𝑢 = 𝐸𝜇−𝑢

for all 𝑢 ∈ H .

Here is a key observation. If (𝐸𝜆)𝜆∈ℝ is a spectral family, and 𝑢 ∈ H , the function

𝐹𝑢 : ℝ −→ ℝ
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𝜆 ↦−→ ∥𝐸𝜆𝑢∥2

is increasing, left-continuous, bounded, and

lim
𝜆→−∞

𝐹𝑢(𝜆) = 0, lim
𝜆→∞

𝐹𝑢(𝜆) = ∥𝑢∥2.

Thus there is a well-defined and unique associated Lebesgue-Stieltjes measure𝜇∥𝐸𝜆𝑢∥2 ,
so that

𝜇∥𝐸𝜆𝑢∥2 ( [𝑎, 𝑏)) = 𝐹𝑢(𝑏) − 𝐹𝑢(𝑎)
for any 𝑎 < 𝑏 ∈ ℝ.

Definition 3.27. Let (𝐸𝜆)𝜆∈ℝ be a spectral family.
We say that 𝑓 : ℝ −→ ℂ is 𝐸−measurable if 𝑓 is 𝜇∥𝐸𝜆𝑢∥2−measurable, for all
𝑢 ∈ H .

Note that any Lebesgue-measurable function is 𝐸−measurable.
To define the integral with respect to a spectral family, we start with a step function

𝑡 =

𝑛∑︁
𝑘=0

𝑐𝑘1𝐼𝑘

where 𝑐0, . . . , 𝑐𝑛 ∈ ℂ and 𝐼0, . . . , 𝐼𝑛 are non-empty disjoint intervals of the form

(𝑎, 𝑏), (𝑎, 𝑏], [𝑎, 𝑏) or [𝑎, 𝑏].

The integral of 𝑡 with respect to (𝐸𝜆)𝜆∈ℝ is now defined as∫
ℝ

𝑡(𝜆) d𝐸𝜆 ··=
𝑛∑︁

𝑘=0
𝑐𝑘𝐸𝜆 (𝐼𝑘)

where 𝐸𝜆 ((𝑎, 𝑏)) ··= 𝐸𝑏 − 𝐸𝑎+, 𝐸𝜆 ((𝑎, 𝑏]) ··= 𝐸𝑏+ − 𝐸𝑎+, 𝐸𝜆 ( [𝑎, 𝑏)) ··= 𝐸𝑏 − 𝐸𝑎 and
𝐸𝜆 ( [𝑎, 𝑏]) = 𝐸𝑏+ − 𝐸𝑎.

For any 𝑢 ∈ H , we compute that( ∫
ℝ

𝑡(𝜆) d𝐸𝜆

)
𝑢

2
=

〈 𝑛∑︁
𝑖=0

𝑐𝑖𝐸𝜆 (𝐼𝑖)𝑢,
𝑛∑︁
𝑗=0

𝑐 𝑗𝐸𝜆 (𝐼 𝑗)𝑢
〉

=

𝑛∑︁
𝑖=0

𝑛∑︁
𝑗=0

𝑐𝑖𝑐 𝑗 ⟨𝐸𝜆 (𝐼𝑖)𝑢, 𝐸𝜆 (𝐼 𝑗)𝑢⟩

=

𝑛∑︁
𝑖=0

𝑛∑︁
𝑗=0

𝑐𝑖𝑐 𝑗 ⟨𝐸𝜆 (𝐼 𝑗)𝐸𝜆 (𝐼𝑖)𝑢, 𝑢⟩

=

𝑛∑︁
𝑖=0

|𝑐𝑖 |2⟨𝐸𝜆 (𝐼𝑖)2𝑢, 𝑢⟩
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=

𝑛∑︁
𝑖=0

|𝑐𝑖 |2∥𝐸𝜆 (𝐼𝑖)𝑢∥2

=

∫
ℝ

|𝑡(𝜆) |2 d𝜇∥𝐸𝜆𝑢∥2

where the last integral is the Lebesgue-Stieltjes integral of |𝑡 |2 with respect to 𝜇∥𝐸𝜆𝑢∥2 .
This identity allows us to define the integral of any 𝐸−measurable function with re-
spect to (𝐸𝜆)𝜆∈ℝ. Indeed, if 𝑓 : ℝ −→ ℂ is such a function, pick a sequence (𝑡𝑛)𝑛∈ℕ that
converges to 𝑓 in 𝐿2. In particular, (𝑡𝑛)𝑛∈ℕ is a Cauchy sequence, and the identity( ∫

ℝ

𝑡𝑛(𝜆) d𝐸𝜆

)
𝑢 −

( ∫
ℝ

𝑡𝑚(𝜆) d𝐸𝜆

)
𝑢

2
=

∫
ℝ

|𝑡𝑛(𝜆) − 𝑡𝑚(𝜆) |2 d𝜇∥𝐸𝜆𝑢∥2

shows that the sequence
( ( ∫

ℝ
𝑡𝑛(𝜆) d𝐸𝜆

)
𝑢
)
𝑛∈ℕ is Cauchy in H , and we can therefore

set ( ∫
ℝ

𝑓 (𝜆) d𝐸𝜆

)
𝑢 ··= lim

𝑛→∞

( ∫
ℝ

𝑡𝑛(𝜆) d𝐸𝜆

)
𝑢.

This does not depend on the chosen sequence (𝑡𝑛)𝑛∈ℕ. Letting

D𝐸( 𝑓 ) ··= {𝑢 ∈ H : 𝑓 ∈ 𝐿2(ℝ, 𝜇∥𝐸𝜆𝑢∥2)}

we have thus defined a mapping

𝐸( 𝑓 ) : D𝐸( 𝑓 ) −→ H

𝑢 ↦−→
( ∫

ℝ

𝑓 (𝜆) d𝐸𝜆

)
𝑢.

We denote the operator 𝐸( 𝑓 ) by
∫
ℝ
𝑓 (𝜆) d𝐸𝜆 and we call it the integral of 𝑓 with respect

to the spectral family (𝐸𝜆)𝜆∈ℝ.
This integration procedure enjoys the following main properties.

Theorem 3.28. Let (𝐸𝜆)𝜆∈ℝ be a spectral family and 𝑓 : ℝ −→ ℂ be
𝐸−measurable. Then

(i) 𝑢 ∈ D𝐸( 𝑓 ) ⇐⇒ ∥𝐸( 𝑓 )𝑢∥2 =
∫
ℝ
| 𝑓 |2 d𝜇∥𝐸𝜆𝑢∥2 < ∞.

(ii) If 𝑓 is bounded, then 𝐸( 𝑓 ) ∈ B(H), D𝐸( 𝑓 ) = H , and

∥𝐸( 𝑓 )∥ ≤ ess sup
𝜆∈ℝ

| 𝑓 (𝜆) |.

(iii) If 𝑓 (𝜆) = 1 for all 𝜆 ∈ ℝ, then 𝐸( 𝑓 ) = IdH .

(iv) For any 𝑢 ∈ D𝐸( 𝑓 ), one has

⟨𝐸( 𝑓 )𝑢, 𝑢⟩ =
∫
ℝ

𝑓 (𝜆) d𝜇∥𝐸𝜆𝑢∥2 .
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(v) For any 𝑎, 𝑏 ∈ ℂ and 𝐸−measurable function 𝑔 : ℝ −→ ℂ, we have
D𝐸( 𝑓 )+𝐸(𝑔) = D𝐸( | 𝑓 |+|𝑔 |) and

𝑎𝐸( 𝑓 ) + 𝑏𝐸(𝑔) ⊂ 𝐸(𝑎𝑓 + 𝑏𝑔).

(vi) For all 𝜇 ∈ ℝ, 𝐸𝜇𝐸( 𝑓 ) ⊂ 𝐸( 𝑓 )𝐸𝜇 with equality if 𝑓 is bounded.

(vii) For any 𝐸−measurable function 𝑔 : ℝ −→ ℂ, we have D𝐸( 𝑓 𝑔) = D𝐸( 𝑓 ) ∩
D𝐸(𝑔) and

𝐸( 𝑓 )𝐸(𝑔) ⊂ 𝐸( 𝑓 𝑔).

(viii) D𝐸( 𝑓 ) is dense in H .

(ix) 𝐸( 𝑓 ) = 𝐸( 𝑓 )∗ and D𝐸( 𝑓 )∗ = D𝐸( 𝑓 ).

(x) 𝐸( 𝑓 ) is normal, i.e. 𝐸( 𝑓 )𝐸( 𝑓 )∗ = 𝐸( 𝑓 )∗𝐸( 𝑓 ).

Proof. (i) Choose a sequence (𝑡𝑛)𝑛∈ℕ converging to 𝑓 in 𝐿2. Then, for all 𝑢 ∈ H , we
have

∥𝐸( 𝑓 )𝑢∥2 = lim
𝑛→∞

∥𝐸(𝑡𝑛)𝑢∥2 = lim
𝑛→∞

∫
ℝ

|𝑡𝑛(𝜆) |2 d𝜇∥𝐸𝜆𝑢∥2 =

∫
ℝ

| 𝑓 (𝜆) |2 d𝜇∥𝐸𝜆𝑢∥2

and this integral is finite if and only if 𝑓 ∈ 𝐿2(ℝ, 𝜇∥𝐸𝜆𝑢∥2), i.e. if and only if 𝑢 ∈ D𝐸( 𝑓 ).
(ii) Suppose 𝑓 is bounded, and let 𝑀 ··= ess sup𝜆∈ℝ | 𝑓 (𝜆) |. For all 𝑢 ∈ H , we have∫

ℝ

| 𝑓 |2 d𝜇∥𝐸𝜆𝑢∥2 ≤ 𝑀2
∫
ℝ

1 d𝜇∥𝐸𝜆𝑢∥2 = 𝑀2∥𝑢∥2 < ∞

whence 𝑢 ∈ D𝐸( 𝑓 ) by (i), and ∥𝐸( 𝑓 )𝑢∥2 ≤ 𝑀2∥𝑢∥2, so ∥𝐸( 𝑓 )∥ ≤ 𝑀. In particular,
𝐸( 𝑓 ) ∈ B(H).
(iii) For all 𝑢 ∈ H , 𝐸(1)𝑢 =

( ∫
d𝐸𝜆

)
𝑢 = 𝑢.

(iv) We start by checking the equality for 𝑡 a step function. Write then

𝑡 =

𝑛∑︁
𝑘=0

𝑐𝑘1𝐼𝑘

where 𝑐0, . . . , 𝑐𝑛 ∈ ℂ and 𝐼0, . . . , 𝐼𝑛 are pairwise disjoint non-empty intervals. Then it
follows

⟨𝐸(𝑡)𝑢, 𝑢⟩ =
〈 𝑛∑︁
𝑘=0

𝑐𝑘𝐸𝜆 (𝐼𝑘)𝑢, 𝑢
〉

=

𝑛∑︁
𝑘=0

𝑐𝑘⟨𝐸𝜆 (𝐼𝑘)𝑢, 𝑢⟩

53



Spectral theory 3.5 Integration with respect to a spectral family

=

𝑛∑︁
𝑘=0

𝑐𝑘𝜇∥𝐸𝜆𝑢∥2 (𝐼𝑘)

=

∫
ℝ

𝑡(𝜆) d𝜇∥𝐸𝜆𝑢∥2

where the third equality must be checked independently, into four cases. For instance,
if 𝐼𝑘 = [𝑎𝑘, 𝑏𝑘), then indeed

⟨𝐸𝜆 (𝐼𝑘)𝑢, 𝑢⟩ = ⟨𝐸𝑏𝑘𝑢, 𝑢⟩ − ⟨𝐸𝑎𝑘
𝑢, 𝑢⟩ = ∥𝐸𝑏𝑘𝑢∥2 − ∥𝐸𝑎𝑘

𝑢∥2 = 𝜇∥𝐸𝜆𝑢∥2 (𝐼𝑘)

by definition of 𝜇∥𝐸𝜆𝑢∥2. The three other cases are similar. Now, let 𝑓 ∈ 𝐿2(ℝ, 𝜇∥𝐸𝜆𝑢∥2),
and choose a sequence (𝑡𝑛)𝑛∈ℕ of step functions converging to 𝑓 . We get

⟨𝐸( 𝑓 )𝑢, 𝑢⟩ = lim
𝑛→∞

⟨𝐸(𝑡𝑛)𝑢, 𝑢⟩

= lim
𝑛→∞

∫
ℝ

𝑡𝑛(𝜆) d𝜇∥𝐸𝜆𝑢∥2

=

∫
ℝ

𝑓 (𝜆) d𝜇∥𝐸𝜆𝑢∥2

where the last equality follows from Cauchy-Schwarz and the convergence of (𝑡𝑛)𝑛∈ℕ
to 𝑓 , as ���� ∫

ℝ

𝑡𝑛(𝜆) d𝜇∥𝐸𝜆𝑢∥2 −
∫
ℝ

𝑓 (𝜆) d𝜇∥𝐸𝜆𝑢∥2

����
≤
∫
ℝ

|𝑡𝑛(𝜆) − 𝑓 (𝜆) | d𝜇∥𝐸𝜆𝑢∥2

≤
( ∫

ℝ

|𝑡𝑛(𝜆) − 𝑓 (𝜆) |2 d𝜇∥𝐸𝜆𝑢∥2

)1/2 ( ∫
ℝ

1 d𝜇∥𝐸𝜆𝑢∥2

)1/2

= ∥𝑡𝑛 − 𝑓 ∥2∥𝑢∥

and as ∥𝑡𝑛 − 𝑓 ∥ −→ 0 as 𝑛 → ∞.
(vi) Let 𝜇 ∈ ℝ, and let 𝑢 ∈ D𝐸( 𝑓 ). Consider a sequence of step functions (𝑡𝑛)𝑛∈ℕ so that
𝑡𝑛 → 𝑓 in 𝐿2(ℝ, 𝜇∥𝐸𝜆𝑢∥2). Write

𝑡𝑛 =

𝑚𝑛∑︁
𝑘=0

𝑐
(𝑛)
𝑘

1
𝐼
(𝑛)
𝑘

.

By the boundedness of 𝐸𝜇, we have

𝐸𝜇𝐸( 𝑓 )𝑢 = lim
𝑛→∞

𝐸𝜇

𝑚𝑛∑︁
𝑘=0

𝑐
(𝑛)
𝑘

𝐸(𝐼 (𝑛)
𝑘

)𝑢

= lim
𝑛→∞

𝑚𝑛∑︁
𝑘=0

𝑐
(𝑛)
𝑘

𝐸𝜇𝐸(𝐼 (𝑛)
𝑘

)𝑢
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= lim
𝑛→∞

𝑚𝑛∑︁
𝑘=0

𝑐
(𝑛)
𝑘

𝐸(𝐼 (𝑛)
𝑘

)𝐸𝜇𝑢

= 𝐸( 𝑓 )𝐸𝜇𝑢

whence 𝑢 ∈ D𝐸( 𝑓 )𝐸𝜇
. This proves that 𝐸𝜇𝐸( 𝑓 ) ⊂ 𝐸( 𝑓 )𝐸𝜇 as claimed. Additionally, if 𝑓

is bounded then 𝐸( 𝑓 ) is bounded and defined on H , so 𝐸𝜇𝐸( 𝑓 ) and 𝐸( 𝑓 )𝐸𝜇 agree on
D𝐸( 𝑓 )𝐸𝜇

= H . □

3.6 The spectral theorem for self-adjoint operators

We start with the following lemma.

Lemma 3.29. Let H1,H2, . . . be a sequence of closed, pairwise orthogonal, sub-
spaces of H , so that

H =
⊕
𝑖≥1

H𝑖.

Consider a sequence 𝐴1, 𝐴2, . . . of operators on H so that the restriction 𝐴𝑖 |H𝑖

is a bounded symmetric operator mapping H𝑖 to itself, for all 𝑖 ≥ 1. Then there
exists a unique self-adjoint operator 𝐴 : D𝐴 −→ H which coincides with 𝐴𝑖 on
H𝑖 for all 𝑖 ≥ 1. The domain of 𝐴 is given by

D𝐴 ··= {𝑢 ∈ H :
∑︁
𝑖≥1

∥𝐴𝑖𝑢𝑖∥2 < ∞}

and, for all 𝑢 ∈ D𝐴, we have

𝐴𝑢 ··=
∑︁
𝑖≥1

𝐴𝑖𝑢𝑖.

Proof. First of all, observe that the map 𝐴 defined in the statement is linear, and that
its domain is dense, as if 𝑢 ∈ H and 𝜀 > 0, there exists 𝑁 ≥ 1 so that𝑢 −

𝑁∑︁
𝑖=1

𝑢𝑖

 < 𝜀

and clearly
∑𝑁

𝑖=1 𝑢𝑖 ∈ D𝐴. Moreover, for 𝑢, 𝑣 ∈ D𝐴, we have

⟨𝐴𝑢, 𝑣⟩ =
∞∑︁
𝑖=1

⟨𝐴𝑖𝑢𝑖, 𝑣𝑖⟩ =
∞∑︁
𝑖=1

⟨𝑢𝑖, 𝐴𝑖𝑣𝑖⟩ = ⟨𝑢, 𝐴𝑣⟩
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Spectral theory 3.6 The spectral theorem for self-adjoint operators

using the symmetry of 𝐴𝑖, 𝑖 ≥ 1, the continuity of the inner product and the pairwise
orthogonality of the subspaces H𝑖, 𝑖 ≥ 1. Hence 𝐴 is symmetric, and to prove it is
self-adjoint, it only remains to show D𝐴∗ ⊂ D𝐴. Let thus 𝑣 ∈ D𝐴∗, so that

⟨𝐴𝑢, 𝑣⟩ = ⟨𝑢, 𝐴∗𝑣⟩

for all 𝑢 ∈ D𝐴. This can be written as
∞∑︁
𝑖=1

⟨𝐴𝑖𝑢𝑖, 𝑣𝑖⟩ =
∞∑︁
𝑖=1

⟨𝑢𝑖, (𝐴∗𝑣)𝑖⟩.

In particular, for 𝑗 ≥ 1 and 𝑢 = 𝑢 𝑗 ∈ H 𝑗, this reduces to ⟨𝐴 𝑗𝑢 𝑗, 𝑣 𝑗⟩ = ⟨𝑢 𝑗, (𝐴∗𝑣) 𝑗⟩. On
the other hand, ⟨𝐴 𝑗𝑢 𝑗, 𝑣 𝑗⟩ = ⟨𝑢 𝑗, 𝐴 𝑗𝑣 𝑗⟩ by symmetry of 𝐴 𝑗, whence

(𝐴∗𝑣) 𝑗 = 𝐴 𝑗𝑣 𝑗

for all 𝑗 ≥ 1. We deduce that
∞∑︁
𝑖=1

∥𝐴𝑖𝑣𝑖∥2 =

∞∑︁
𝑖=1

∥(𝐴∗𝑣)𝑖∥2 = ∥𝐴∗𝑣∥2 < ∞

from Pythagora’s theorem. Hence 𝑣 ∈ D𝐴, as announced.
Lastly, suppose 𝐴′ is another self-adjoint operator that coincides with 𝐴𝑖 on H𝑖, for

any 𝑖 ≥ 1. Since 𝐴′ is self-adjoint, it is closed, and well-defined at each 𝑢 ∈ H for
which the series

∞∑︁
𝑖=1

𝐴′𝑢𝑖

is convergent. Furthermore, for all such 𝑢, the series converges to 𝐴′𝑢. But 𝐴′𝑢𝑖 = 𝐴𝑢𝑖

for all 𝑖 ≥ 1 and since all terms are pairwise orthogonal, the above series converges if
and only if

∑∞
𝑖=1 ∥𝐴𝑖𝑢𝑖∥2 < ∞. Hence D𝐴 ⊂ D𝐴′ and 𝐴′𝑢 = 𝐴𝑢 for 𝑢 ∈ D𝐴. That is,

𝐴 ⊂ 𝐴′. As 𝐴 is self-adjoint, it is maximal symmetric, and thus 𝐴 = 𝐴′. The proof is
complete. □

We have found a way to construct unbounded self-adjoint operators from bounded
symmetric ones. In fact, any self-adjoint operator can be decomposed in that way.

Lemma 3.30. Let 𝐴 be a self-adjoint operator. Then there exists a sequence

H1,H2, . . .

of closed, pairwise orthogonal, subspaces of H so that H =
⊕

𝑖≥1 H𝑖, and so that
the restriction 𝐴|H𝑖

is a bounded symmetric operator mapping H𝑖 to itself for all
𝑖 ≥ 1. Moreover, if 𝑇 ∈ B(H) is so that 𝑇𝐴 ⊂ 𝐴𝑇, the restriction of 𝑇 to H𝑖 is a
bounded operator mapping H𝑖 to itself, for all 𝑖 ≥ 1.
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Spectral theory 3.6 The spectral theorem for self-adjoint operators

Proof. To come. □

We are finally in position to prove our Spectral Theorem II.

Theorem 3.31. Let 𝐴 be a self-adjoint operator. Then there exists a unique
spectral family (𝐸𝜆)𝜆∈ℝ so that

𝐴 =

∫
𝜆 d𝐸𝜆.

Moreover, any𝑇 ∈ B(H) with𝑇𝐴 ⊂ 𝐴𝑇 also satisfies𝑇𝐸𝜆 = 𝐸𝜆𝑇, for any𝜆 ∈ ℝ.

Proof. Let 𝐴 be a self-adjoint operator. By Lemma 3.30, we can find a sequence

H1,H2,H3, . . .

of subspaces of H so that
H =

⊕
𝑖≥1

H𝑖

and 𝐴𝑖 ··= 𝐴|H𝑖
is a bounded symmetric operator on H𝑖. By Spectral Theorem 𝐼, there

is a unique spectral family (𝐸𝜆,𝑖)𝑖∈ℝ so that

𝐴𝑖 =

∫ 𝑀𝑖+𝜀

𝑚𝑖

𝜆 d𝐸𝜆,𝑖.

In particular, 𝐸𝜆,𝑖 is a bounded symmetric operator on H𝑖 for any 𝜆 ∈ ℝ and any 𝑖 ≥ 1,
so Lemma 3.29 ensures that

𝐸𝜆𝑢 ··=
∞∑︁
𝑖=1

𝐸𝜆,𝑖𝑢𝑖

defines a self-adjoint operator on the domain

D𝐸𝜆
··= {𝑢 ∈ H :

∞∑︁
𝑖=1

∥𝐸𝜆,𝑖𝑢𝑖∥2 < ∞}.

We now proceed to show (𝐸𝜆)𝜆∈ℝ is the spectral family we are seeking. First of all,
note that for any 𝑢 ∈ H , we have

∞∑︁
𝑖=1

∥𝐸𝜆,𝑖𝑢𝑖∥2 ≤
∞∑︁
𝑖=1

∥𝑢𝑖∥2 = ∥𝑢∥2 < ∞

so 𝑢 ∈ D𝐸𝜆 and ∥𝐸𝜆𝑢∥ ≤ ∥𝑢∥. Also

𝐸2
𝜆𝑢 = 𝐸𝜆

( ∞∑︁
𝑖=1

𝐸𝜆,𝑖𝑢𝑖

)
=

∞∑︁
𝑖=1

𝐸𝜆,𝑖𝐸𝜆,𝑖𝑢𝑖 =

∞∑︁
𝑖=1

𝐸𝜆,𝑖𝑢𝑖 = 𝐸𝜆𝑢
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Spectral theory 3.6 The spectral theorem for self-adjoint operators

and thus 𝐸𝜆 is idempotent for any 𝜆 ∈ ℝ. Being symmetric and bounded, we deduce
it is a projection.

Now let 𝜆 < 𝜇, and 𝑢 ∈ H . We compute that

⟨(𝐸𝜇 − 𝐸𝜆)𝑢, 𝑢⟩ =
〈
(𝐸𝜇 − 𝐸𝜆)

∞∑︁
𝑖=1

𝑢𝑖,

∞∑︁
𝑗=1

𝑢 𝑗

〉
=

∞∑︁
𝑖=1

⟨(𝐸𝜇,𝑖 − 𝐸𝜆,𝑖)𝑢𝑖, 𝑢𝑖⟩

and as 𝐸𝜇,𝑖 − 𝐸𝜆,𝑖 ≥ 0, we deduce that ⟨(𝐸𝜇 − 𝐸𝜆)𝑢, 𝑢⟩ ≥ 0 as well, and (𝐸𝜆)𝜆∈ℝ is
increasing.

Now, let 𝑢 ∈ H . Write

𝐸𝜆𝑢 =

𝑁∑︁
𝑖=1

𝐸𝜆,𝑖𝑢𝑖 +
∞∑︁

𝑖=𝑁+1
𝐸𝜆,𝑖𝑢𝑖.

Let 𝜂 > 0 and choose 𝑁𝜂 ∈ ℕ so that ∞∑︁
𝑖=𝑁𝜂+1

𝑢𝑖

 < 𝜂.

Let 𝑚𝜂 ··= min(𝑚1, . . . , 𝑚𝑁𝜂), and let 𝜆 < 𝑚𝜂. Then

∥𝐸𝜆𝑢∥ ≤
 𝑁𝜂∑︁

𝑖=1
𝐸𝜆,𝑖𝑢𝑖

 +  ∞∑︁
𝑖=𝑁𝜂+1

𝐸𝜆,𝑖𝑢𝑖


≤
𝐸𝜆

∞∑︁
𝑖=𝑁𝜂+1

𝑢𝑖


≤ 𝜂.

This shows that lim
𝜆→−∞

𝐸𝜆𝑢 = 0, and similarly one proves that lim
𝜆→∞

𝐸𝜆𝑢 = 𝑢. □

58



Spectral theory Applications to quantum mechanics

4. Applications to quantum mechanics

The spectral theory of unbounded self-adjoint operators is the adapted framework
to develop basic ideas of quantum mechanics.

4.1 Representation of strongly continuous one-parameter uni-
tary groups

In this part, we introduce the notion of one-parameter unitary group, which is the
essential tool to describe the Hamiltonian of a quantum system. We can completely
characterize such groups, through Stone’s theorem.

Recall first that 𝑈 ∈ B(H) is called unitary if 𝑈𝑈∗ = 𝑈∗𝑈 = IdH .

Exercise 4.1. Check that 𝑈 ∈ B(H) is unitary if and only if 𝑈 is surjective and
⟨𝑈𝑢,𝑈𝑣⟩ = ⟨𝑢, 𝑣⟩ for all 𝑢, 𝑣 ∈ H . Is the surjectivity assumption really necessary?
Deduce that a unitary operator has norm 1.

Let us now introduce new relevant terminologies.

Definition 4.2. A one-parameter unitary group is a mapping 𝑈 : ℝ −→ B(H)
so that

(i) 𝑈 (𝑡) is unitary for all 𝑡 ∈ ℝ.

(ii) 𝑈 (0) = IdH , and 𝑈 (𝑡 + 𝑠) = 𝑈 (𝑡)𝑈 (𝑠) for all 𝑡, 𝑠 ∈ ℝ.

We often denote a one-parameter unitary group by (𝑈𝑡)𝑡∈ℝ. Moreover, such a group
is called strongly continuous if the map ℝ −→ H , 𝑡 ↦−→ 𝑈𝑡𝑢 is continuous for any
𝑢 ∈ H , and weakly continuous if the map ℝ −→ H , 𝑡 ↦−→ ⟨𝑈𝑡𝑢, 𝑣⟩ is continuous for
any 𝑢, 𝑣 ∈ H .

In fact, these two properties are the same.

Exercise 4.3. Show that a one-parameter unitary group (𝑈𝑡)𝑡∈ℝ is strongly continu-
ous if and only if it is weakly continuous.

Note that if (𝑈𝑡)𝑡∈ℝ is a one-parameter unitary group, then

𝑈−𝑡 = 𝑈∗
𝑡 = (𝑈𝑡)−1

for any 𝑡 ∈ ℝ.

Exercise 4.4. For 𝑎 ∈ ℝ, let 𝑈𝑎 : 𝐿2(ℝ) −→ 𝐿2(ℝ), (𝑈𝑎 𝑓 ) (𝑥) ··= 𝑓 (𝑥 − 𝑎). Show that
(𝑈𝑎)𝑎∈ℝ is a strongly continuous one-parameter unitary group.

Here is the central object of the study of one-parameter unitary groups.
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Definition 4.5. Let (𝑈𝑡)𝑡∈ℝ be a strongly continuous one-parameter unitary
group. The infinitesimal generator of (𝑈𝑡)𝑡∈ℝ is the operator 𝐺 : D𝐺 −→ H
defined on

D𝐺 ··=
{
𝑢 ∈ H : lim

𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝑢 exists

}
by

𝐺𝑢 ··= lim
𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝑢.

The next result is the first step towards characterization of strongly continuous
one-parameter unitary groups.

Theorem 4.6. Let 𝐴 be a self-adjoint operator on H , and let (𝐸𝜆)𝜆∈ℝ be its
spectral family. Then the family (𝑈𝑡)𝑡∈ℝ defined as

𝑈𝑡 = 𝑒𝑖𝑡𝐴 =

∫
𝑒𝑖𝑡𝜆 d𝐸𝜆

is a strongly continuous one-parameter unitary group, and 𝑖𝐴 is its infinitesimal
generator. Moreover, if 𝑢 ∈ D𝐴, then 𝑈𝑡𝑢 ∈ D𝐴 for all 𝑡 ∈ ℝ.

Proof. The fact that (𝑈𝑡)𝑡∈ℝ is a one-parameter unitary group is a consequence of The-
orem 3.28. As 𝑓 (𝜆) = 𝑒𝑖𝑡𝜆 is bounded on ℝ, 𝑈𝑡 is a bounded operator on H , and if 𝑡 = 0
then

𝑈0 =

∫
1 d𝐸𝜆 = IdH .

Additionally, for 𝑠, 𝑡 ∈ ℝ, one has

𝑈𝑡𝑈𝑠 =

∫
𝑒𝑖𝑡𝜆 d𝐸𝜆

∫
𝑒𝑖𝑠𝜆 d𝐸𝜆 =

∫
𝑒𝑖𝑡𝜆𝑒𝑖𝑠𝜆 d𝐸𝜆 =

∫
𝑒𝑖(𝑡+𝑠)𝜆 d𝐸𝜆 = 𝑈𝑡+𝑠

by Theorem 3.28(vii), and by point (ix) of the same result, it follows

𝑈∗
𝑡 =

∫
𝑒𝑖𝑡𝜆 d𝐸𝜆 =

∫
𝑒−𝑖𝑡𝜆 d𝐸𝜆 = 𝑈−𝑡

for all 𝑡 ∈ ℝ, whence 𝑈𝑡𝑈
∗
𝑡 = 𝑈𝑡𝑈−𝑡 = IdH = 𝑈−𝑡𝑈𝑡, and 𝑈𝑡 is unitary for any 𝑡 ∈ ℝ.

Let us now check the strong continuity. Let 𝑡∗ ∈ ℝ and let (𝑡𝑛)𝑛∈ℕ ⊂ ℝ be a sequence
converging to 𝑡∗. Let 𝑢 ∈ H . Then one has

∥𝑈𝑡𝑛𝑢 −𝑈𝑡∗𝑢∥2 =

( ∫ (𝑒𝑖𝑡𝑛𝜆 − 𝑒𝑖𝑡
∗𝜆) d𝐸𝜆

)
𝑢

2

=

∫
ℝ

|𝑒𝑖𝑡𝑛𝜆 − 𝑒𝑖𝑡
∗𝜆 |2 d𝜇∥𝐸𝜆𝑢∥2
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= 4
∫
ℝ

���� sin
(
𝑡𝑛 − 𝑡∗

2

)����2 d𝜇∥𝐸𝜆𝑢∥2 .

The quantity under the integral tends to 0 as 𝑛 → ∞, and is bounded by 1 which is
𝜇∥𝐸𝜆𝑢∥2−integrable. It follows from the dominated convergence theorem that

lim
𝑛→∞

∥𝑈𝑡𝑛𝑢 −𝑈𝑡∗𝑢∥2 = lim
𝑛→∞

4
∫
ℝ

���� sin
(
𝑡𝑛 − 𝑡∗

2

)����2 d𝜇∥𝐸𝜆𝑢∥2

= 4
∫
ℝ

lim
𝑛→∞

���� sin
(
𝑡𝑛 − 𝑡∗

2

)����2 d𝜇∥𝐸𝜆𝑢∥2

= 0

whence 𝑈𝑡𝑛𝑢 → 𝑈𝑡∗𝑢 as 𝑛 → ∞. Thus (𝑈𝑡)𝑡∈ℝ is strongly continuous.
We turn now to prove that 𝑖𝐴 is the infinitesimal generator 𝐺 of (𝑈𝑡)𝑡∈ℝ. First,

assume that 𝑢 ∈ D𝐴, and write(1
𝑡
(𝑈𝑡 − IdH ) − 𝑖𝐴

)
𝑢

2
=

∫
ℝ

����1𝑡 (𝑒𝑖𝑡𝜆 − 1) − 𝑖𝜆

����2 d𝜇∥𝐸𝜆𝑢∥2 .

When 𝑡 → 0, the integrand tends to 0, since

lim
𝑡→0

1
𝑡
(𝑒𝑖𝑡𝜆 − 1) = d

d𝑡
𝑒𝑖𝑡𝜆 |𝑡=0 = 𝑖𝜆.

On the other hand, by the mean-value theorem | 1
𝑡
(𝑒𝑖𝑡𝜆 − 1) | ≤ |𝜆 |, so����1𝑡 (𝑒𝑖𝑡𝜆 − 1) − 𝑖𝜆

����2 ≤ (|𝜆 | + |𝜆 |)2 = 4𝜆2

and this function is 𝜇∥𝐸𝜆𝑢∥2−integrable, as∫
𝜆2 d𝐸𝜆 = ∥𝐴𝑢∥2 < ∞.

Appealing once again the dominated convergence theorem, it follows that

lim
𝑡→0

(1
𝑡
(𝑈𝑡 − IdH ) − 𝑖𝐴

)
𝑢

2
= lim

𝑡→0

∫
ℝ

����1𝑡 (𝑒𝑖𝑡𝜆 − 1) − 𝑖𝜆

����2 d𝜇∥𝐸𝜆𝑢∥2

=

∫
ℝ

lim
𝑡→0

����1𝑡 (𝑒𝑖𝑡𝜆 − 1) − 𝑖𝜆

����2 d𝜇∥𝐸𝜆𝑢∥2

= 0

and we conclude that if 𝑢 ∈ D𝐴, the limit

lim
𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝑢
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exists and equals 𝑖𝐴𝑢. This already shows 𝑖𝐴 ⊂ 𝐺.
Conversely, let 𝑢 ∈ D𝐺. Then the limit

lim
𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝑢

exists, and we compute that

∥𝐺𝑢∥2 = lim
𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝑢

2
= lim

𝑡→0

∫
ℝ

��1
𝑡
(𝑒𝑖𝑡𝜆 − 1)

��2 d𝜇∥𝐸𝜆𝑢∥2 .

Noting that lim
𝑡→0

��1
𝑡
(𝑒𝑖𝑡𝜆 − 1)

��2 = 𝜆2 and using Fatou’s lemma, we end up with∫
ℝ

𝜆2 d𝜇∥𝐸𝜆𝑢∥2 ≤ lim inf
𝑡→0

∫
ℝ

��1
𝑡
(𝑒𝑖𝑡𝜆 − 1)

��2d𝜇∥𝐸𝜆𝑢∥2 = ∥𝐺𝑢∥2 < ∞

ensuring that the function 𝑓 (𝜆) = 𝜆 is in 𝐿2(ℝ, 𝜇∥𝐸𝜆𝑢∥2), and thus that 𝑢 ∈ D𝐴. We
conclude then that 𝐺 = 𝑖𝐴 is the infinitesimal generator of (𝑈𝑡)𝑡∈ℝ.

Lastly, let 𝑢 ∈ D𝐴 and 𝑡 ∈ ℝ. As 𝑓 (𝜆) = 𝑒𝑖𝑡𝜆 is bounded, we have 𝐸𝜆𝑈𝑡 = 𝑈𝑡𝐸𝜆 for
all 𝜆 ∈ ℝ by Theorem 3.28(vi), whence

∥𝐸𝜆 (𝑈𝑡𝑢)∥2 = ∥𝑈𝑡 (𝐸𝜆𝑢)∥2 = ∥𝐸𝜆𝑢∥2

for any 𝜆 ∈ ℝ. It follows∫
ℝ

𝜆2 d𝜇∥𝐸𝜆 (𝑈𝑡𝑢)∥2 =

∫
ℝ

𝜆2 d𝜇∥𝐸𝜆𝑢∥2 < ∞

as 𝑢 ∈ D𝐴. Hence 𝑈𝑡𝑢 ∈ D𝐴 as well, and the proof is complete. □

Hence, we have a generic way of building one-parameter unitary groups from a
self-adjoint operator. The next theorem, usually attributed to Stone, ensures that this
is the only way of getting such a unitary group.

Theorem 4.7. Let (𝑈𝑡)𝑡∈ℝ be a strongly continuous one-parameter unitary
group. Then there exists a unique self-adjoint operator 𝐴 so that

𝑈𝑡 = 𝑒𝑖𝑡𝐴

for all 𝑡 ∈ ℝ. Furthermore, 𝑈𝑡𝐴 ⊂ 𝐴𝑈𝑡 for all 𝑡 ∈ ℝ.

Proof. The strategy is the following: first remark that if 𝐴 = 𝐴∗ satisfies 𝑈𝑡 = 𝑒𝑖𝑡𝐴,
then Theorem 4.6 ensures that 𝑖𝐴 is the infinitesimal generator of the group, so it is
unique. Now let 𝐺 be the infinitesimal generator of (𝑈𝑡)𝑡∈ℝ and define 𝐴 ··= −𝑖𝐺 on
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D𝐴 = D𝐺. We will show that D𝐴 contains a dense subset, which implies it is itself
dense, that 𝐴 is essentially self-adjoint, and that

𝑈𝑡 = 𝑒𝑖𝑡𝐴

for any 𝑡 ∈ ℝ. Then it will follow from Theorem 4.6 that 𝑖𝐴 is the infinitesimal gener-
ator of (𝑈𝑡)𝑡∈ℝ, so 𝑖𝐴 = 𝐺 = 𝑖𝐴, and we conclude that 𝐴 = 𝐴 is actually self-adjoint.

Consider D the set of all finite linear combinations of vectors of the form

𝑢𝜑 =

∫
ℝ

𝜑(𝑡)𝑈𝑡𝑢 d𝑡

where 𝑢 ∈ H , and 𝜑 ∈ 𝐶∞
0 (ℝ). For 𝑡 ≠ 0, we have then

1
𝑡
(𝑈𝑡 − 𝐼)𝑢𝜑 =

∫
ℝ

1
𝑡
(𝑈𝑡 − 𝐼)𝜑(𝑠)𝑈𝑠𝑢 d𝑠

=

∫
ℝ

1
𝑡
𝜑(𝑠) (𝑈𝑡+𝑠 −𝑈𝑠)𝑢 d𝑠

=

∫
ℝ

1
𝑡
𝜑(𝑠)𝑈𝑡+𝑠𝑢 d𝑠 −

∫
ℝ

1
𝑡
𝜑(𝑠)𝑈𝑠𝑢 d𝑠

=

∫
ℝ

1
𝑡
𝜑(𝑠′ − 𝑡)𝑈𝑠′𝑢 d𝑠′ −

∫
ℝ

1
𝑡
𝜑(𝑠)𝑈𝑠𝑢 d𝑠

=

∫
ℝ

1
𝑡
(𝜑(𝑠 − 𝑡) − 𝜑(𝑠))𝑈𝑠𝑢 d𝑠.

Now, as 𝑡 → 0, the integrand converges uniformly to the function 𝑠 ↦−→ −𝜑′(𝑠)𝑈𝑠𝑢,
and it follows that

lim
𝑡→0

1
𝑡
(𝑈𝑡 − 𝐼)𝑢𝜑 = −

∫
ℝ

𝜑′(𝑠)𝑈𝑠𝑢 d𝑠 ∈ H .

Hence 𝑢𝜑 ∈ D𝐺 = D𝐴, and then also D ⊂ D𝐴.
We now prove that D = H . To this end, let 𝑢 ∈ H , and consider (𝜑𝑛)𝑛∈ℕ ∈ 𝐶∞

0 (ℝ)
a sequence of functions so that 𝜑𝑛 ≥ 0, 𝜑𝑛(𝑠) = 0 if |𝑠| ≥ 1

𝑛
, and

∫
ℝ
𝜑𝑛 = 1, for all

𝑛 ∈ ℕ. Then one gets

∥𝑢𝜑𝑛
− 𝑢∥ =

 ∫
ℝ

𝜑𝑛(𝑠) (𝑈𝑠 − 𝐼)𝑢 d𝑠
 ≤ ∫

ℝ

𝜑𝑛(𝑠) d𝑠 sup
𝑡∈[− 1

𝑛
, 1
𝑛
]
∥(𝑈𝑡 − 𝐼)𝑢∥

and by the strong continuity of (𝑈𝑡)𝑡∈ℝ the last supremum goes to 0 as 𝑛 → ∞. Hence
𝑢𝜑𝑛

→ 𝑢 as 𝑛 → ∞, and D is dense in H .
Now we show that 𝐴 is essentially self-adjoint. First, observe that if 𝑢, 𝑣 ∈ D𝐴, we

have

⟨𝐴𝑢, 𝑣⟩ = −𝑖⟨𝐺𝑢, 𝑣⟩
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= −𝑖 lim
𝑡→0

〈1
𝑡
(𝑈𝑡 − 𝐼)𝑢, 𝑣

〉
= −𝑖 lim

𝑡→0

〈
𝑢,

1
𝑡
(𝑈−𝑡 − 𝐼)𝑣

〉
= 𝑖 lim

𝑡→0

〈
𝑢,

1
−𝑡 (𝑈−𝑡 − 𝐼)𝑣

〉
= 𝑖⟨𝑢, 𝐺𝑣⟩
= ⟨𝑢, 𝐴𝑣⟩

using the continuity of the inner product in both variables. Symmetry of 𝐴 now follows
from Lemma 3.16.

Let 𝑢 ∈ Im(𝐴 + 𝑖𝐼)⊥ = Ker(𝐴∗ − 𝑖𝐼) (by Lemma 3.7). Then, for 𝑣 ∈ D𝐴, we compute
that

d
d𝑡

⟨𝑢,𝑈𝑡𝑣⟩ = lim
ℎ→0

1
ℎ
(⟨𝑢,𝑈𝑡+ℎ𝑣⟩ − ⟨𝑢,𝑈𝑡𝑣⟩)

=
〈
𝑢, lim

ℎ→0

1
ℎ
(𝑈𝑡+ℎ −𝑈𝑡)𝑣

〉
=
〈
𝑢, lim

ℎ→0

1
ℎ
(𝑈ℎ −𝑈0)𝑈𝑡𝑣

〉
= ⟨𝑢, 𝐺𝑈𝑡𝑣⟩
= ⟨𝐺∗𝑢,𝑈𝑡𝑣⟩
= 𝑖⟨𝐴∗𝑢,𝑈𝑡𝑣⟩
= 𝑖⟨𝑖𝑢,𝑈𝑡𝑣⟩
= −⟨𝑢,𝑈𝑡𝑣⟩

using again the continuity of the inner product, the definition of 𝐺 and the fact that
𝐴∗𝑢 = 𝑖𝑢. Thus the function 𝑓 (𝑡) = ⟨𝑢,𝑈𝑡𝑣⟩ is a solution of the first order differential
equation 𝑓 ′ = −𝑓 , and we conclude that 𝑓 (𝑡) = 𝑓 (0)𝑒−𝑡, 𝑡 ∈ ℝ. However, as 𝑈𝑡 is
unitary, it has norm 1, and the Cauchy-Schwarz inequality provides

| 𝑓 (𝑡) | = |⟨𝑢,𝑈𝑡𝑣⟩| ≤ ∥𝑢∥∥𝑣∥

for all 𝑡 ∈ ℝ, whence 𝑓 is bounded. We conclude that 𝑓 (0) = 0, i.e. ⟨𝑢, 𝑣⟩ = 0, and this
holds for any 𝑣 ∈ D𝐴. Since the latter is dense, we deduce from Remark 3.6 that 𝑢 = 0,
and thus Im(𝐴 + 𝑖𝐼) is dense in H (as its orthogonal reduces to {0}). In a similar way,
we prove that Im(𝐴 − 𝑖𝐼)⊥ = {0}, and Theorem 3.22 (that we may apply since 𝐴 is
symmetric) implies that 𝐴 is essentially self-adjoint.

The last part of the proof aims at proving that 𝑈𝑡 = 𝑒𝑖𝑡𝐴 for any 𝑡 ∈ ℝ. Hence, let
us introduce 𝑉𝑡 ··= 𝑒𝑖𝑡𝐴, 𝑡 ∈ ℝ. As 𝐴 is self-adjoint, Theorem 4.6 ensures (𝑉𝑡)𝑡∈ℝ is a
strongly continuous one-parameter unitary group, and we are left to show 𝑈𝑡 = 𝑉𝑡 for
all 𝑡 ∈ ℝ. First, for all 𝑢 ∈ D𝐴 ⊂ D

𝐴
, Theorem 4.6 implies that 𝑉𝑡𝑢 ∈ D

𝐴
, and so

lim
ℎ→0

1
ℎ
(𝑉𝑡+ℎ − 𝑉𝑡)𝑢 = lim

ℎ→0

1
ℎ
(𝑉ℎ − 𝑉0)𝑉𝑡𝑢 = 𝑖𝐴𝑉𝑡𝑢.
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Therefore, letting 𝑤(𝑡) = (𝑈𝑡 − 𝑉𝑡)𝑢, we get

d
d𝑡

𝑤(𝑡) = (𝐺𝑈𝑡 − 𝑖𝐴𝑉𝑡)𝑢

= 𝑖(𝐴𝑈𝑡 − 𝐴𝑉𝑡)𝑢
= 𝑖𝐴(𝑈𝑡 − 𝑉𝑡)𝑢 = 𝑖𝐴𝑤(𝑡)

for all 𝑢 ∈ D𝐴. It follows that

d
d𝑡

∥𝑤(𝑡)∥2 =
d
d𝑡

⟨𝑤(𝑡), 𝑤(𝑡)⟩

=
〈 d
d𝑡

𝑤(𝑡), 𝑤(𝑡)
〉
+
〈
𝑤(𝑡), d

d𝑡
𝑤(𝑡)

〉
= 𝑖⟨𝐴𝑤(𝑡), 𝑤(𝑡)⟩ + ⟨𝑤(𝑡), 𝑖𝐴𝑤(𝑡)⟩
= 𝑖⟨𝐴𝑤(𝑡), 𝑤(𝑡)⟩ − 𝑖⟨𝐴𝑤(𝑡), 𝑤(𝑡)⟩
= 0

as 𝐴 is self-adjoint. Thus ∥𝑤(𝑡)∥2 = ∥𝑤(0)∥2 = 0 for all 𝑡 ∈ ℝ, whence 𝑈𝑡𝑢 = 𝑉𝑡𝑢

for all 𝑢 ∈ D𝐴. As the latter is dense, we conclude that 𝑈𝑡 = 𝑉𝑡 for any 𝑡 ∈ ℝ. As
explained at the beginning of the proof, we conclude that in fact 𝐴 = 𝐴, and 𝑈𝑡 = 𝑒𝑖𝑡𝐴

for all 𝑡 ∈ ℝ. □

4.2 Basic postulates of quantum mechanics

The following postulates pertain to quantum systems, that is, systems which are
best described by the laws of quantum mechanics. We shall see that underlying lies the
essential notion of measurement apparatus. Indeed, since we don’t have any macro-
scopic intuition of quantum systems, the only thing the theory predicts is the result
of measurements performed on the system under given experimental conditions.

Postulate I. At any given time, the state of the system is represented by a vector
𝜓 ≠ 0 of a complex separable Hilbert space H . Furthermore, for all 𝑐 ∈ ℂ \ {0},
the vector 𝑐𝜓 represents the same state as 𝜓. Thus, the states of the system are in
one-to-one correspondence with the rays

{𝑐𝜓 : 𝑐 ∈ ℂ}, 𝜓 ≠ 0

or, equivalently, with the orthogonal projections 𝑃𝜓 onto these one-dimensional sub-
spaces.

Postulate II. Every observable A is represented by a self-adjoint operator 𝐴 on
H .

Postulate III. The result of a measurement of the observable A can only be a real
number 𝜆, eigenvalue of 𝐴.
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Postulate IV. If the system is in state𝜓 at time 𝑡, then the probability of observing
the value 𝜆 when measuring the observable A at time 𝑡 is given by

ℙ(measurement of A yields 𝜆) = ⟨𝜓, 𝑃𝜆𝜓⟩
⟨𝜓,𝜓⟩

where 𝑃𝜆 is the projection onto the eigenspace corresponding to the eigenvalue 𝜆.
Postulate V. The mean value of 𝐴, computed over a large number of systems all

prepared in state 𝜓, is given by

⟨𝐴⟩𝜓 =
⟨𝜓, 𝐴𝜓⟩
⟨𝜓,𝜓⟩ .

Postulate VI. If the system is in state 𝜓, then immediately after a measurement
of A yielding the value 𝜆, the system is in state 𝜙 = 𝑃𝜆𝜓, and thus 𝜙 is an eigenvector
of 𝐴 with eigenvalue 𝜆.

Postulate VII. There exists a self-adjoint operator 𝐻, called the Hamiltonian and
representing the energy of the system, so that the time evolution of the system is given
by the Schrödinger equation

𝑖ℏ𝜕𝑡𝜓𝑡 = 𝐻𝜓𝑡

where 𝜓𝑡 is the state of the system in time 𝑡 and ℏ = ℎ
2𝜋 is the reduced Planck constant.

An important observation for what comes next is the following: consider a quantum
system and let H be the state space. Suppose 𝜓 ∈ H of the system at a given time
is normalized (i.e. ∥𝜓∥ = 1). Consider an observable A represented by a self-adjoint
operator 𝐴, with spectral family (𝐸𝜆)𝜆∈ℝ so that

𝐴 =

∫
𝜆 d𝐸𝜆.

As 𝜓 is normalized, we have

1 = ∥𝜓∥2 =

∫
ℝ

d𝜇∥𝐸𝜆𝜓∥2

and thus 𝜇∥𝐸𝜆𝜓∥2 is a probability measure on ℝ. Then, from Theorem 3.28, the mean
value of 𝐴 in state 𝜓, as defined in Postulate V, is

⟨𝐴⟩𝜓 = ⟨𝜓, 𝐴𝜓⟩ =
∫
ℝ

𝜆 d𝜇∥𝐸𝜆𝜓∥2

which is exactly the expectation value of the probability measure 𝜇∥𝐸𝜆𝜓∥2. The function
𝜆 ↦−→ 𝐹𝜓 (𝜆) = ∥𝐸𝜆𝜓∥2 = ⟨𝐸𝜆𝜓,𝜓⟩ thus represents the distribution function of the
observable A in state 𝜓. It is indeed increasing, left-continuous, satisfies

𝐹𝜓 (𝜆) =
∫ 𝜆

−∞
d𝜇∥𝐸𝜆𝜓∥2

66



Spectral theory 4.2 Basic postulates of quantum mechanics

and, in particular, we have

lim
𝜆→−∞

𝐹𝜓 (𝜆) = 0, lim
𝜆→∞

𝐹𝜓 (𝜆) = 1.

Moreover, if 𝐹𝜓 is absolutely continuous on any finite interval, then the measure
𝜇∥𝐸𝜆𝜓∥2 has a probability density 𝜑𝜓 satisfying

d𝜇∥𝐸𝜆𝜓∥2 = 𝜑𝜓 (𝜆) d𝜆, 𝜑𝜓 (𝜆) = 𝐹′
𝜓 (𝜆) a.e. 𝜆 ∈ ℝ.

We say that a quantum system on a state space H is invariant under time transla-
tions if its evolution is governed by a strongly continuous one-parameter unitary group
(𝑈𝑡)𝑡∈ℝ, in the sense that if the system is in a normalized state 𝜓0 at time 𝑡0 = 0, it is
in state

𝜓𝑡 = 𝑈𝑡𝜓0

at time 𝑡.
Indeed, in this case, the system "does not see time translations", as if 𝑡 ↦−→ 𝑡′ = 𝑡+𝜏

is a new time frame, then 𝑡′0 = 𝜏 and

𝜓𝑡′ = 𝜓𝑡+𝜏 = 𝑈𝑡+𝜏𝜓0 = 𝑈𝑡𝑈𝜏𝜓0 = 𝑈𝑡𝜓𝜏 = 𝑈𝑡𝜓𝑡′0

meaning that (𝑈𝑡)𝑡∈ℝ also governes the evolution of the translated system.
For such systems, Stone’s theorem (Theorem 4.7) ensures the existence of a self-

adjoint operator 𝐺, the infinitesimal generator of the group (𝑈𝑡)𝑡∈ℝ. Recall that

D𝐺 ··= {𝜓 ∈ H : lim
𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝜓 exists}

and that
𝐺𝜓 ··= lim

𝑡→0

1
𝑡
(𝑈𝑡 − IdH )𝜓, 𝜓 ∈ D𝐺.

We define then a self-adjoint operator 𝐻 by 𝐻 ··= 𝑖ℏ𝐺 on D𝐻 = D𝐺. By Theorem 4.6,
if 𝜓 ∈ D𝐺 = D𝐻 then 𝑈𝑡𝜓 ∈ D𝐻 as well for any 𝑡 ∈ ℝ and thus, given an initial state
𝜓0 ∈ D𝐻, one has

𝜕𝑡𝜓𝑡 = lim
𝜀→0

1
𝜀
(𝜓𝑡+𝜀 −𝜓𝑡) = lim

𝜀→0

1
𝜀
(𝑈𝜀 − IdH )𝜓𝑡 = 𝐺𝜓𝑡 = − 𝑖

ℏ
𝐻𝜓𝑡

which is exactly the Schrödinger equation. We thus conclude that Postulate VII is
equivalent to requiring that the system is invariant under time translations.

Additionally, by Stone’s theorem 𝑈𝑡𝐻𝜓 = 𝐻𝑈𝑡𝜓 for all 𝜓 ∈ D𝐻, whence

⟨𝐻⟩𝜓𝑡
= ⟨𝜓𝑡, 𝐻𝜓𝑡⟩ = ⟨𝑈𝑡𝜓0, 𝐻𝑈𝑡𝜓0⟩ = ⟨𝑈𝑡𝜓0,𝑈𝑡𝐻𝜓0⟩ = ⟨𝜓0, 𝐻𝜓0⟩ = ⟨𝐻⟩𝜓0

as 𝑈𝑡 is unitary for every 𝑡 ∈ ℝ. This means that the energy is preserved by the
evolution of the system.
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4.3 The quantum particle on ℝ

Let us now turn to the description of a concrete quantum system, the particle on
the real line. It is characterized by the following properties:

(i) To any Borel subset Δ ⊂ ℝ one can associate a measurement device, i.e. an
observable PΔ represented by a self-adjoint operator 𝑃Δ, called particle detector,
taking the value 0 or 1 depending on whether the particle is in Δ or not.

(ii) The set of all operators 𝑃Δ, Δ ⊂ ℝ, forms a family of pairwise commuting self-
adjoint operators.

(iii) To every 𝑎 ∈ ℝ one can associate a translation of the detectors

𝜏𝑎𝑃Δ = 𝑃Δ−𝑎, where Δ − 𝑎 ··= {𝑞 ∈ ℝ : 𝑞 + 𝑎 ∈ Δ}.

(iv) The only observables commuting with all the 𝑃Δ are functions of them.

The Hilbert space representing the states of the system is H = 𝐿2(ℝ), and the
detector PΔ is represented by the projection 𝑃Δ : H −→ H , (𝑃Δ𝜓) (𝑞) = 1Δ(𝑞)𝜓 (𝑞),
𝜓 ∈ H .

For any Δ ⊂ ℝ, the probability of finding the particle in a normalized state 𝜓 in Δ
is the mean value of the observable PΔ, given by

⟨𝑃Δ⟩𝜓 = ⟨𝜓, 𝑃Δ𝜓⟩ =
∫
Δ
|𝜓 (𝑞) |2 d𝑞.

Therefore, the function 𝑞 ↦−→ |𝜓 (𝑞) |2 is interpreted as the density of probability of
observing the particle in state 𝜓.

The observable position is then naturally represented by the multiplication opera-
tor

(𝑄𝜓) (𝑞) = 𝑞𝜓 (𝑞)
on the domain

D𝑄 ··= {𝜓 ∈ 𝐿2(ℝ) :
∫
ℝ

𝑞2 |𝜓 (𝑞) |2 d𝑞 < ∞}

so that the mean value of the position of the particle in state 𝜓 is exactly

⟨𝜓, 𝑄𝜓⟩ =
∫
ℝ

𝑞|𝜓 (𝑞) |2 d𝑞

the expectation of the probability measure |𝜓 (𝑞) |2 d𝑞. Physically, it represents the
"averaged position" of the particle, when the measurement of position is performed
over a large number of copies of the system in the same state 𝜓. The self-adjoint
operator 𝑄 is therefore called the position operator.

Now, to each translation 𝑎 ∈ ℝ, we associate a transformation of the states of the
system, given by 𝑈𝑎 : 𝐿2(ℝ) −→ 𝐿2(ℝ), (𝑈𝑎𝜓) (𝑞) = 𝜓 (𝑞− 𝑎). As seen in Exercise 4.4,
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(𝑈𝑎)𝑎∈ℝ is a strongly continuous one-parameter unitary group, and thus by Stone’s
theorem it takes the form

𝑈𝑎 = 𝑒𝑖𝑎𝐴, 𝑎 ∈ ℝ

for some self-adjoint operator 𝐴. Now, by Theorem 4.6, 𝑖𝐴 is the infinitesimal genera-
tor of (𝑈𝑎)𝑎∈ℝ, so that

𝑖𝐴𝜓 = lim
𝑎→0

1
𝑎
(𝑈𝑎 − IdH )𝜓

for any 𝜓 ∈ D𝐴. Hence, for 𝜓 ∈ D𝐴, one gets

(𝐴𝜓) (𝑞) = 1
𝑖

lim
𝑎→0

𝜓 (𝑞 − 𝑎) −𝜓 (𝑞)
𝑎

= −1
𝑖

lim
𝑎→0

𝜓 (𝑞 − 𝑎) −𝜓 (𝑞)
−𝑎

= −1
𝑖

d
d𝑞

𝜓 (𝑞)

and we thus define the momentum operator 𝑃 on D𝑃 = D𝐴 by

(𝑃𝜓) (𝑞) ··=
ℏ
𝑖

d
d𝑞

𝜓 (𝑞)

so that 𝑈𝑎 = 𝑒−
𝑖
ℏ 𝑎𝑃, for all 𝑎 ∈ ℝ.

For the particle on the real line, we can push a bit further our probabilistic view
exposed above. For a normalized state 𝜓, given an observable represented by a self-
adjoint operator 𝐴, we define the variance of 𝐴 by

Var𝜓 (𝐴) ··= ⟨(𝐴 − ⟨𝐴⟩𝜓Id)2⟩𝜓 =

∫
ℝ

(𝐴 − ⟨𝐴⟩𝜓Id)2𝜓 (𝑞)𝜓 (𝑞) d𝑞

and its standard deviation by

Δ𝜓 (𝐴) ··=
√︃

Var𝜓 (𝐴).

The next theorem is fundamental in quantum mechanics.

Theorem 4.8. Let 𝐴 and 𝐵 be self-adjoint operators acting on H = 𝐿2(ℝ). Then
the commutator 𝐶 = 𝐴𝐵 − 𝐵𝐴 satisfies

|⟨𝐶⟩𝜓 | ≤ 2Δ𝜓 (𝐴)Δ𝜓 (𝐵)

for all 𝜓 ∈ D𝐶.
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Proof. Let 𝜓 ∈ D𝐶, and introduce 𝑆 ··= 𝐴 − ⟨𝐴⟩𝜓Id, 𝑇 ··= 𝐵 − ⟨𝐵⟩𝜓Id. Those are still
self-adjoint operators and it is easy to check that 𝐶 = 𝑆𝑇 − 𝑇𝑆. Hence

|⟨𝐶⟩𝜓 | = |⟨(𝑆𝑇 − 𝑇𝑆)𝜓,𝜓⟩|
≤ |⟨𝑆𝑇𝜓,𝜓⟩| + |⟨𝑇𝑆𝜓,𝜓⟩|
= |⟨𝑇𝜓, 𝑆𝜓⟩| + |⟨𝑆𝜓, 𝑇𝜓⟩|
≤ 2∥𝑆𝜓∥∥𝑇𝜓∥

by the Cauchy-Schwarz inequality, and the claim follows since

∥𝑆𝜓∥2 = ⟨𝑆𝜓, 𝑆𝜓⟩ = ⟨𝑆2𝜓,𝜓⟩ = ⟨𝑆2⟩𝜓 = ⟨(𝐴 − ⟨𝐴⟩𝜓Id)2⟩𝜓 = Var𝜓 (𝐴)

and similarly ∥𝑇𝜓∥2 = Var𝜓 (𝐵). □

It turns out that the commutator of the position and of the momentum operators
takes a simple form.

Theorem 4.9. Let 𝑃 be the momentum operator and 𝑄 be the position operator
for the quantum particle on ℝ. Then

𝑄𝑃 − 𝑃𝑄 = 𝑖ℏ𝐼

where 𝐼 is the identity operator on D𝑄𝑃−𝑃𝑄 = D𝑄𝑃 ∩ D𝑃𝑄.

Proof. Let 𝜓 ∈ D𝑄𝑃−𝑃𝑄. Then

((𝑃𝑄)𝜓) (𝑞) = ℏ
𝑖

d
d𝑞

(𝑄𝜓) (𝑞) = ℏ
𝑖
(𝜓 (𝑞) + 𝑞

d
d𝑞

𝜓 (𝑞))

and on the other hand

((𝑄𝑃)𝜓) (𝑞) = 𝑞(𝑃𝜓) (𝑞) = ℏ
𝑖
𝑞

d
d𝑞

𝜓 (𝑞).

Thus (𝑄𝑃 − 𝑃𝑄)𝜓 = −ℏ
𝑖
𝜓 = 𝑖ℏ𝜓 and the claim follows. □

Plugging this expression into Theorem 4.8, we obtain the Heisenberg’s uncertainty
principle.

Corollary 4.10. The position and momentum operators for the quantum parti-
cle on the real line satisfy

Δ𝜓 (𝑃)Δ𝜓 (𝑄) ≥ ℏ
2
.
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